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Abstract There is evidence that the cognitive system

processes human faces faster and more precisely than other

stimuli. Also, faces summon visual attention in an auto-

matic manner, as evidenced by efficient, ‘pop-out’ search

for face targets amongst homogeneous non-face distractors.

Pop-out for faces implies that faces are processed as a basic

visual ‘feature’ by specialized face-tuned detectors, similar

to the coding of other features (e.g., color, orientation,

motion, etc.). However, it is unclear whether such face

detectors encode only the global face configuration or both

global and local face features. If the former were correct,

the face detectors should be unable to support search for a

local face feature, rendering search slower relative to non-

face stimuli; that is, there would be local feature suppres-

sion (LFS) for faces. If the latter was the case, there should

be no difference in the processing of local and, respec-

tively, global face features. In two experiments, partici-

pants discerned the presence (vs. absence) of a local target

defined as a part of either a normal or a scrambled (sche-

matic or realistic) face or of a non-face (Kanizsa diamond

or realistic house) configuration. The results consistently

showed a robust LFS effect in both reaction times and error

rates for face stimuli, and either no difference or even a

local feature enhancement effect for the control stimuli.

Taken together, these findings indicate that faces are

encoded as a basic visual feature by means of globally

tuned face detectors.

Introduction

Perception of faces plays an important role in the life of

every human being. It provides people with valuable

information about the gender, age, verbal gestures, and

emotional states of individuals around them. Faces are

salient stimuli and capable of capturing people’s attention

more easily than other stimuli. For example, humans need

only 100 ms to make a saccade toward a face, relative to

140 ms for a saccade to a non-face (e.g., vehicle) stimulus

(Crouzet, Kirchner, & Thorpe, 2010); in addition, only

360 ms are necessary to correctly decide whether or not a

face is familiar (Barragan-Jason, Besson, Ceccaldi, &

Barbeau, 2013), suggesting that detecting and identifying a

face are very fast processes. Furthermore, studies showed

that people require\100 ms to detect a change in the face

(Carbon, 2011) and only 100 ms to judge attractiveness,

likeability, and trustworthiness of the presented face

(Willis & Todorov, 2006). At the same time, it is harder to

orient one’s attention away from neutral (Bindemann,

Burton, Hooge, Jenkins, & de Haan, 2005) or angry faces

(Devue, Belopolsky, & Theeuwes, 2011), relative to other

stimuli. The visual preference for faces appears very early

in the childhood: newborns spend more time looking at

normal compared to scrambled and inverted faces, as well

as other non-face stimuli (Batki, Baron-Cohen, Wheel-

wright, Connellan, & Ahluwalia, 2000). Taken together,
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the available evidence suggests that faces are processed

differently to other stimuli. The present study was designed

to contribute to clarifying the processes underlying these

differences.

The evidence that faces are processed faster than non-

face stimuli raises the question as to the stage of process-

ing—pre-attentive and/or post-selective—that is influenced

by having to process faces. On the one hand, encountering

faces in the visual scene might influence coding processes

prior to the allocation of focal attention. Alternatively, the

speed of spatial-attentional selection may be comparable

for face and non-face stimuli, and having to process faces

may rather influence post-selective perceptual analysis.

The former, pre-attentive bias for face (relative to other)

stimuli would imply that face-like stimuli in the visual

scene are assigned higher attentional priority and are, thus,

the first stimuli to be selected for focal-attentional pro-

cessing. In other words, properties of face-like stimuli

might guide visual selection. The latter—that is, post-

selective—face processing bias would imply that face-

specific processes come into play only after a stimulus has

been attentionally selected. Reasons for this might be the

inherent social relevance of faces that engenders more

detailed analysis of face stimuli relative to other stimulus

types.

If face properties were to guide attentional selection

such that faces would be selected faster than other types of

stimuli, then a face ‘target’ should always be the first

attended stimulus in a scene consisting, besides the target,

of other types of ‘distractor’ stimuli, and the speed of

selecting the target should not vary as a function of the

number of distractors. In other words, preferential pre-

attentive processing of faces should yield efficient visual

search or ‘pop-out’ for face targets. Several previous

studies tested attentional bias for faces using schematic

drawings of faces (Jolicoeur, 1994; Nothdurft, 1993), or

black-and-white photographs (Brown, Huey, & Findlay,

1997), creating an odd-one-out target face and homoge-

neous distractor (inverted) faces, and manipulating the

number of items in the search display (the ‘set size’).

Against the expectations, the results of these studies

revealed mean search reaction times (RTs) to increase

proportional to set size (Jolicoeur, 1994), and eye move-

ment analyses did not reveal specific processing for faces

(Brown, Huey, & Findlay, 1997); that is: faces did not pop

out of the display. Importantly, Jolicoeur (1994) also

reported that search became more efficient with distractors

less similar to a face. Taken together, studies using a visual

search paradigm with a particular face target among dis-

tractors that resembled a face consistently failed to show

pop-out for face targets. However, by virtue of using face-

like distractors, these studies only showed that local face

features fail to guide attention, but not that global face

properties (i.e., stimulus ‘faceness’) are unable to guide

attention efficiently.

More recently, Hershler and Hochstein (2005, 2006)

tested the ability of global face properties to guide atten-

tion, presenting search arrays consisting of a face amongst

a heterogeneous set of realistic non-face stimuli (e.g., car,

flower, glove, etc.). The results of these studies showed that

faces do pop out when presented against non-face-like

stimuli as distractors (however, see VanRullen, 2006; Ki-

etzmann & Konig, 2010, for different results and conclu-

sions). Importantly, non-face stimuli (e.g., a car) did not

pop out with faces as distractors, suggesting that faces and

non-faces are selected in a different manner. Moreover,

since Hershler and Hochstein (2005, 2006) used many

different distractors (e.g., car, flower, glove, etc.) that

varied in color, shape, and orientation, it was unlikely that

participants used a single, basic-level feature (e.g., shape,

color, etc.) to discern the target from the distractors. Given

this, Hershler and Hochstein (2005, 2006) hypothesized

that efficient search for faces implies that they are detected

on the basis of global, rather than local, stimulus properties

and that faces, although composite stimuli, are processed as

a single feature.

Evidence that faces pop out against non-faces suggests

that they are processed similar to other basic visual features,

such as color or orientation, for which pop-out effects have

also been demonstrated (e.g., Foster & Ward, 1991; Treis-

man & Gormican, 1988; Wolfe, O’Neill, & Bennett, 1998).

Pop-out effects for basic visual features are typically

explained by assuming the existence of special, feature-

specific detectors that, when activated, signal the presence of

a particular feature (e.g., the color red) in the visual field

(Cave & Wolfe, 1990; Itti, Koch, & Niebur, 1998). Dominant

theories of attentional selection (e.g., Guided-search, Wolfe,

Cave, & Franzel, 1989) and computational implementations

(Itti, 2005) show that for pop-out, two conditions must be

met: (1) feature detectors tuned to particular stimulus prop-

erties should exist, and (2) the output of these feature

detectors should be spatially specific. To illustrate, present-

ing a single face among non-faces would result in face

detectors signaling face presence at a single location, per-

mitting reliable attentional allocation to that location. Within

this framework, empirical evidence that faces pop out of the

scene would imply the existence of face detectors that ana-

lyze the field in terms of the presence (vs. absence) of faces

across different locations.

An important question arising from the findings of

Hershler and Hochstein (2005, 2006) is: what do face

detectors actually detect? On the one hand, these detectors

might be tuned to a particular combination of local facial

features (e.g., nose, mouth, eyes, etc.), simultaneously

encoding the values of these features (e.g., nose width,

mouth size, etc.) and their spatial arrangement.
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Alternatively, face detectors might be tuned to the global

face configuration (i.e., two blobs for eyes, a vertical line

for a nose, a horizontal line for a mouth, and an oval head

contour), without encoding precise local face properties.

Since all human faces share the global face properties,

while individual faces differ in their local features, the

question about the nature of the face detectors can be re-

formulated in terms of whether face detectors encode both

the ‘faceness’ and (individual) identity of a face or the

‘faceness’ only. The existence of face detectors simulta-

neously tuned to both global and local face properties

would predict superior processing of local as well as global

face attributes, relative to attributes of stimuli for which

such detectors are unlikely to exist.

Empirical findings appear to support superior processing

of local face features (e.g., Murray, 2002; Rouw & Gelder,

2002; Tanaka & Farah, 1993; Tanaka & Sengco, 1997). For

instance, Rouw and Gelder (2002) presented participants

with sets of either normal or scrambled faces. Each trial

display consisted of a standard, or ‘template’, face and two

comparison faces, with all three faces being either normal

or scrambled. One of the comparison faces differed from

the template in either the mouth or the eye features, while

the second face was identical to the template. The task was

to indicate which of the comparison faces was identical to

the template. Rouw and Gelder (2002) observed faster RTs

for normal as compared to scrambled faces, that is, the

processing of local features was enhanced for normal faces

[local feature enhancement (LFE), effect]. This finding

points to facilitated processing of local facial features,

which in turn implies that face detectors are tuned to local

face components (e.g., nose, mouth, etc.).

Importantly, studies demonstrating superior encoding of

local face features primarily used discrimination tasks; that

is: to solve the task, participants had to encode local face

features (see also Tanaka & Farah, 1993; Tanaka &

Sengco, 1997; Lobmaier, Bölte, Mast, & Dobel, 2010;

Schwaninger, Lobmaier, & Collishaw, 2002; Leder &

Carbon, 2005). By contrast, discerning the presence (vs.

absence) of a face amongst non-faces might be achieved by

global face detectors; that is, to reliably detect a face, it

would in principle be sufficient to detect a stimulus dis-

playing ‘faceness’, without necessarily encoding its iden-

tity. In this respect, Hershler and Hochstein (2006) argued

for a dissociation between processes involved in face

search and, respectively, processes involved in discrimi-

nation tasks—with search processes relying on face

detectors that encode global face properties, as opposed to

identification processes which rely on different represen-

tational units encoding local face properties precisely.

Some findings show that while face inversion influences

both face detection and identification, it has a much greater

influence on the latter (Valentine, 1988; Yin, 1969). This

suggests that face detectors encode both normal (upright)

and inverted (upside-down) faces, and post-selective face

identification relies on orientation-specific information.

The aim of the study

The present study was designed to investigate what kind of

information is encoded by the hypothesized face detectors:

(1) only global face attributes or (2) both global and local

features. If the face detectors encoded only global prop-

erties, then presenting face stimuli that differ only in their

local elements would activate the detectors in the same

way whether the faces do or do not contain a local target.

Consequently, signals coming from face detectors would

fail to guide attention to the target location. However, the

fact that face detectors are active would increase the

overall activation for target and distractor configurations

alike, rendering the local target less conspicuous relative to

scrambled stimuli which do not activate detectors tuned to

global configurations. Thus, on the assumption of globally

tuned face detectors, worse performance would be expec-

ted when the target belongs to a normal face as compared

to a scrambled configuration, that is: there would be a local

feature suppression (LFS) effect. If faces really constitute a

special class of stimuli, faces should be processed differ-

ently to other types of composite stimuli.

To preview the results, using schematic and realistic

stimuli, as well as different local face properties as targets,

all three experiments presented below revealed substantial

LFS for faces exclusively—supporting the idea that face

detectors are indeed preferentially tuned to global face

properties, or stimulus ‘‘faceness’’. Alternative mecha-

nisms that could give rise to the LFS for faces are con-

sidered in more detail in ‘‘General discussion’’.

Experiment 1

Experiment 1 consisted of two separate parts (Experiments

1a and 1b). In both parts, schematic line drawings were

used as stimulus material. However, while Experiment 1a

used more realistic face proportions (adapted from Powell

& Humphreys, 1984) but less controlled local stimulus

properties (i.e., number of local features within a face and

non-face stimuli differed), Experiment 1b implemented

less realistic proportions, but better local control.

Method

Participants

Twenty observers (4 males, mean age 25 years) took part

in Experiment 1a, and a different group of 20 participants
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(2 males, mean age 24 years) took part in Experiment 1b.

All participants had normal or corrected-to-normal vision

and were naı̈ve with respect to the purpose of the experi-

ment. All participants gave informed consent prior to

performing the task.

Apparatus

The experiments were controlled by a Dell PC running

under the Windows XP operating system. Stimuli were

presented on a 1900 CRT monitor, with a screen resolution

of 1,024 9 768 pixels and a refresh rate of 85 Hz. The

experimental software was custom written in PsychoPy

(Peirce, 2007, 2009). Head-to-monitor distance was 53 cm,

controlled by means of a chin rest. Participants responded

by pressing the left or right mouse button with their left- or

right-hand index finger, respectively. Response-assigned

buttons were counterbalanced across participants.

Stimuli

In Experiment 1a, two types of stimuli were presented in

two separate experimental sessions: (1) schematic faces

(see Fig. 1a, b, upper row), and (2) non-face-like stimuli—

Kanizsa triangles (Fig. 1a, b, lower row). Elements of both

faces and Kanizsa configurations were presented, in sepa-

rate blocks of trials, either (1) in their normal/canonical or

(2) in scrambled configurations (Fig. 1c, d, both rows for

faces and triangles, respectively). Schematic faces were

used, rather than realistic face pictures, because they

allowed for a better match between face and non-face

stimuli. To make a schematic face look as close as possible

to the realistic face, we used proportions adapted from

Powell and Humphreys (1984). In this way, the schematic

faces closely resembled realistic faces by maintaining the

correct location of the face parts (eyes, nose, and mouth) in

relation to each other. Normal faces consisted of an oval

with several geometrical elements inside that, together,

composed a face in a neutral emotional state (Fig. 1a, b,

upper row).

The scrambled faces consisted of the same set of ele-

ments (Fig. 1c, d, upper row); however, the location of

each particular element was changed such that the global

configuration no longer resembled a face. To increase the

generalizability of the results for scrambled stimuli, three

different configurations were constructed, and the analyses

were performed over averages across the three. The

scrambled faces were used to keep the target stimuli (a

triangle in Experiments 1a and 1b and mouth in Experi-

ment 2) identical across the control and experimental

conditions. Applying another commonly used procedure to

disrupt global face processing such as inversion would

have also rendered the target stimuli physically different

between conditions.1 Consequently, it would remain

equivocal whether our (anticipated) effect pattern was

indeed attributable to differences in configurations, or

simply to physical target differences.

A similar procedure was adopted to create non-face

stimuli. Different line elements were used to create a global

triangle shape (Fig. 1a, b, lower row). To make these

stimuli comparable to those used in the face condition,

Kanizsa triangles were placed inside the ovals. The

scrambled Kanizsa stimuli (of which there were three dif-

ferent configurations) were composed of the same con-

stituents as in normal Kanizsa triangles, but these were

rotated differently so as not to form a unitary ‘Gestalt’

(Fig. 1c, d, lower row).

In Experiment 1b, Kanizsa stimuli consisted of four

triangular elements arranged so as to form a global dia-

mond shape, thus matching the number of local elements in

the face stimuli. Also, physically identical triangles served

as the targets in both the face and the Kanizsa stimuli

(Fig. 2). The stimulus eccentricity was somewhat reduced

to 5.82� of visual angle, making the stimuli easier to pro-

cess. The size of each stimulus oval was 2.96� 9 4.16�,

and the size of the target triangle was 0.28� 9 0.92� of

visual angle.

Six oval stimuli (subtending area of 4.1� 9 2.76� of

visual angle) were equidistantly distributed around the

Fig. 1 Illustrates normal (a, b) and scrambled (c, d) face and Kanizsa

stimuli used in Experiment 1a. a, c Target-present conditions, and b,
d target-absent conditions, for both face (upper) and Kanizsa (lower

row) stimuli

1 Furthermore, since previous studies (e.g., Kanwisher, Tong, &

Nakayama, 1998; Murray, 2002; Richler, Mack, Palmeri, & Gauthier,

2011), showed that some components of face processing are relatively

unaffected by inversion using inverted faces would have rendered our

paradigm less sensitive. For example, Kanwisher et al. (1998) showed

that inverted faces still activate face-specific FFA, while non-face

objects (in whatever orientation) do not, suggesting that inverted faces

still engage face-specific brain mechanisms.
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circumference of a virtual circle, of a radius of 7.15� of

visual angle. The target stimulus was a triangle located

within an oval. For faces, the target triangle subtended an

area of 0.41� 9 0.72�, while the target for Kanizsa stimuli

subtended 0.28� 9 0.92� of visual angle. When present, the

target was placed randomly in one of the six ovals in the

display. Local features of ovals were made task relevant,

while the overall global configuration and semantic

meaning of stimuli was absolutely task irrelevant.

The distractors were similar to the target configurations,

that is, the six ovals making up the display were all the

same except for one oval that could contain the local target

feature (on target-present trials). Had we used heteroge-

neous distractors, our participants would have been able to

detect the target on the basis of its local (i.e., triangle

singleton) as well as its global (i.e., faceness) properties.

Since our study was designed to examine how the local

properties of a complex stimulus are processed, using

homogeneous distractors in the present experiment was

essential to prevent potential attentional selection on the

basis of global stimulus properties.

Procedure

Participants were seated in a dimly lit and acoustically

isolated room in front of the computer monitor. They were

explicitly instructed to maintain fixation to the fixation

cross (in the screen center) throughout the trial. To control

for eye movements, the stimuli were presented for 200 ms

only and then removed. The task was to discern the pre-

sence (70 % of trials) vs. absence (30 %) of the target

among the distractor items as fast and accurately as pos-

sible. Error responses were followed by an ‘Error’ feed-

back message. To enforce fast reaction times, if no

response was made within 1,500 ms, ‘‘Try to respond

faster’’ feedback was presented, and such trials were

excluded from further analysis. The sequence of events on

a typical trial is illustrated in Fig. 3.

The experimental conditions were split into two sessions

(i.e., face and Kanizsa). Each session consisted of 6 blocks

(i.e., three scrambled and three normal blocks) with 50

trials per block, alternating between normal and scrambled

configurations with the exact scrambled configuration

being fixed per block (e.g., only S1). The order of session

and stimulus type presentation was counterbalanced across

participants.

Data treatment

The trials were first sorted according to (1) target type

(present/absent), (2) stimulus type (faces vs. Kanizsa) and

(3) stimulus configuration (normal vs. scrambled), yielding

eight experimental conditions. Response times more than

±2 standard deviations from the individual mean RT per

condition were considered as outliers (2 % of data) and

excluded from further analysis. Mean RTs for correct

responses and error rates per participant per condition were

computed and submitted to repeated-measures ANOVAs

with main terms for target type, stimulus type and stimulus

configuration, and effects with a\ 0.05 considered sig-

nificant. Mean RTs and error rates across different exper-

imental conditions are depicted in Figs. 4 and 5.

Results

Inspection of the mean RTs across target type (present/

absent), stimulus type (faces/Kanizsa) and configuration

(normal/scrambled) in Experiment 1a (Fig. 4) showed RTs

to be faster on target-present than on target-absent trials

(523 vs. 676 ms, p \ 0.01) and faster to face than to

Kanizsa stimuli (579 vs. 621 ms, p \ 0.04), with no dif-

ference between normal and scrambled stimuli (599 vs.

601 ms, p = 0.76). The three-way interaction between

stimulus type, target type and configuration was also sig-

nificant [F(1,19) = 4.83, gp
2 = 0.20, p \ 0.05], attributable

to a 33-ms LFS effect (i.e., normal–scrambled) for target-

present trials for faces (p \ 0.01) and no significant effect

in the corresponding condition for Kanizsa stimuli (-

16 ms, p [ 0.05). For target-absent trials, the configuration

effect was significant neither for faces (7 ms, p [ 0.05),

nor Kanizsa stimuli (7 ms, p [ 0.05) indicative of the LFS

effect being specific to target-present trials.

Inspection of the errors across target types, stimulus

types, and stimulus configurations showed marked overall

differences between target-present (miss errors) and target-

absent trials (false-alarm errors) (15 vs. 44 %, p \ 0.01);

Fig. 2 Illustrates normal (a, b) and scrambled (c, d) face and Kanizsa

stimuli used in Experiment 1b. a, c Target-present conditions, and b,
d target-absent conditions, for both face (upper) and Kanizsa-type

stimuli (lower row)
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between faces and Kanizsa stimuli (20 vs. 38 %, p \ 0.01);

and between normal and scrambled configurations (28 vs.

31 %, p \ 0.05). Furthermore, the three-way interaction

between stimulus type, target type and configuration was

also significant [F(1,19) = 10.34, gp
2 = 0.35, p \ 0.01]:

while for target-present trials there were significant con-

figuration effects for both faces (6 % LFS, p \ 0.01) and

Kanizsas (6 % LFE, p \ 0.01), the respective effects failed

to reach significance for target-absent trials.

Figure 5 presents the mean RTs and error rates for the

target-present trials of Experiment 1b. Overall, mean RTs

were slower on target-absent than on -present trials (598 vs.

473 ms, p \ 0.01). Furthermore, RTs were slower for

normal than for scrambled faces (546 vs. 511 ms, i.e.,

35 ms LFS, p \ 0.01), and faster for normal than for

scrambled Kanizsa stimuli (532 vs. 553, i.e., 21 ms LFE,

p \ 0.01), as confirmed by a significant stimulus type

x configuration interaction [F(1,19) = 12.77, gp
2 = 0.40,

Fig. 3 Illustrates the sequence

of events on a trial in

Experiments 1a and 1b. The

fixation cross, presented for

1,000 ms, was followed by the

visual search display, presented

for 200 ms. The response had to

be given within a 1,500-ms time

limit

Fig. 4 Reaction times and error

rates across experimental

conditions of Experiment 1a.

Whiskers denote 1 SEM. Notice

the difference in scales for

target-present (left panel) and -

absent conditions (right)
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p \ 0.01]. No other main effects or interactions reached

significance. In contrast to Experiment 1a, the LFS effect

for faces was significant for both target-present (39 ms

LFS, p \ 0.01) and target-absent trials (32 ms LFS,

p \ 0.01). For Kanizsa stimuli, significant LFE was

observed on target-present trials (23 ms LFE, p \ 0.05),

and a similar, albeit insignificant, numerical trend on tar-

get-absent trials (20 ms LFE, p [ 0.05). Finally, analyses

of error rates across conditions of Experiment 1b proved

only the main effect of target type significant

[F(1,19) = 42.8, gp
2 = 0.69, p \ 0.01] with more errors for

target-absent than -present trials (19 and 8 %,

respectively).

Discussion

The results of both Experiments 1a and 1b showed that face

and non-face stimuli are processed differently. There was

significant LFS for face stimuli in both mean RTs and error

rates, suggestive of faces being processed as a single fea-

ture, with less-efficient processing of the local features of a

face relative to a scrambled stimulus. The opposite was

true for the Kanizsa stimuli: normal Kanizsa stimuli were

associated with fewer errors and faster RTs compared to

scrambled stimuli. These results are consistent with the

hypothesis that face detectors encode the global face con-

figuration; that is, faces are detected as a unique, global

‘feature’, rendering perception of local face features less

efficient (i.e., LFS) relative to scrambled faces. This LFS

effect is striking when contrasted with Kanizsa stimuli,

which exhibited LFE (rather than suppression).

Importantly, the results of both Experiments 1a and 1b

also revealed significant differences between the miss and

false-alarm rates, with twice as many false alarms as

misses. This suggests that participants adopted a liberal

response criterion, which may not be surprising given the

2:1 ratio of target-present to target-absent trials. However,

while a similar liberal response criterion was adopted with

both face and Kanizsa configurations, LFS effects were

observed exclusively for faces—arguing against the LFS

effect being simply attributable to the choice of response

criterion. Furthermore, Experiments 1a and 1b strongly

differed in task difficulty, especially for Kanizsa stimuli,

with Kanizsa triangles (Experiment 1a) resulting in much

higher error rates than Kanizsa diamonds (Experiment 1b).

However, task difficulty, too, could not readily account for

the LFS effects for faces, which were evident both when

the task was more (Experiment 1a) and when it was less

difficult (1b). Thus, while response criterion and task dif-

ficulty strongly influenced performance in Experiments 1a

and 1b, the LFS effects observed are likely to reflect

properties of the perceptual processing of faces (rather than

reflecting non-perceptual processes related to response

selection).

Experiment 2

Experiment 2 was designed to investigate whether or not

the results observed for schematic faces in Experiment 1

would generalize to more realistic face stimuli. Accord-

ingly, Experiment 2 was similar in design to Experiment 1,

except that schematic faces and Kanizsa stimuli

Fig. 5 Reaction times and error

rates across experimental

conditions of Experiment 1b.

Whiskers denote 1 SEM. Notice

the difference in scales for

target-present (left panel) and -

absent conditions (right)
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(Experiment 1) were replaced by more realistic pictures of

faces and houses (Experiment 2). The use of more realistic

stimuli was also meant to control for potential differences

in familiarity between faces and Kanizsa stimuli, which

might have influenced the results of Experiment 1.

Method

Participants

Twenty students (3 males, mean age 24 years) participated

in Experiment 2. All participants had normal or corrected-

to-normal vision and were naı̈ve with respect to the pur-

pose of the experiment. All participants gave informed

consent prior to being included in the study.

Stimuli

For the normal face condition, we used average male and

female faces (with a neutral facial expression), generated

by morphing many different faces (Gruendl, M., http://

www.beautycheck.de). Three different types of scrambled

male and female faces were created by shifting the posi-

tions of each individual part (e.g., nose, mouth, eyes) from

their canonical positions (e.g., mouth below the nose) so as

to distort the face-specific configuration (see Fig. 5a, b)

while preserving the local orientation of face parts (e.g.,

horizontal mouth). Local orientation of face parts was

preserved to render the target stimulus identical in both

normal and scrambled face conditions.

The control stimuli were houses. These stimuli were

chosen for the purpose of matching faces with comparably

complex, socially elevant and familiar items (Fig. 5c).

Normal house stimuli were represented by a house with a

door and three windows. Scrambled houses were created

by changing the positions of the door and windows, while

preserving the local orientation of the house parts.

Procedure

The procedure of the Experiment 2 was identical to

Experiment 1, except for the use of a more realistic set of

stimuli. The task was to discern the presence (vs. absence)

of a target stimulus. The target was blue colored mouth

amongst green colored lips for the face condition (see

Fig. 5a, b), and a blue-colored door amongst green-colored

doors for the house condition (Fig. 5c). The order of the

conditions was counterbalanced across participants. Search

displays always contained six face or house stimuli, and the

target (blue lips or blue door) could appear only in one of

them (Fig. 6).

Results

One participant made substantially more errors ([10 %)

than average error rates (6 %), and was excluded from

further analyses. Figure 7 shows the mean RTs and errors

for across experimental conditions in Experiment 2. Sim-

ilar to Experiment 1, target-present RTs were overall faster

than target-absent RTs (466 vs. 518, p \ 0.01). No other

effects proved significant (all ps [ 0.05), indicating that

normal and scrambled face and house stimuli were pro-

cessed with comparable speed across experimental

conditions.

Fig. 6 Illustrates the a female

and b male faces used in

Experiment 2, along with

c composite house stimuli. In

the experiment, an array of six

equidistantly spaced faces (or

houses) was presented in the

search display
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In contrast to Experiment 1 in which the rate of misses

was smaller than that of false alarms, it was comparable in

Experiment 2 (misses vs. false alarms: 5 vs. 7 %, p = 0.69)

suggesting an unbiased response criterion in Experiment 2.

Furthermore, responses were less accurate for faces than

for houses (8 vs. 5 %, p \ 0.05), while the main effect of

stimulus configuration failed to reach significance. Only

the three-way interaction between target type, stimulus

type and configuration proved significantly

[F(1,18) = 5.09, gp
2 = 0.22, p \ 0.05] attributable to the

fact that LFS effect for faces was significant for target-

present trials (5 % LFS, p \ 0.05) only. No stimulus

configurations effects (LFS or LFE) proved significant in

other conditions (all ps [ .05). In summary, in Experiment

2, no effects of configuration were observed in the mean

RTs. For the errors, by contrast, there was a LFS effect for

faces on target-present trials.

Discussion

Experiment 2 examined whether the LFS and LFE effects

observed in Experiment 1 for schematic face and compa-

rable control stimuli (Kanizsa) would also be obtained if

participants are presented with more realistic and familiar

(face and house) stimuli. The answer is affirmative, with

the results replicating the pattern of effects observed in

Experiment 1: detecting a local target within a normal face

configuration was harder than detecting a target in a

scrambled configuration (LFS effect). Importantly, in

contrast to Experiment 1, there was no evidence that par-

ticipants adopted a biased response criterion, and yet the

LFS effect for faces was observed—again arguing against

post-perceptual processes related to response selection

being the origin of the LFS effect.

General discussion

The aim of the present study was to examine what kind of

stimulus properties is actually encoded by the hypothesized

face detectors. The results strongly suggest that they pro-

cess only global face properties, that is: the ‘faceness’ of a

stimulus. Specifically, the results revealed processing of

task-relevant stimuli to be worse when embedded within a

face, relative to a scrambled configuration—that is, there

was a LFS effect. Importantly, the LFS effect was specific

to face stimuli, and absent—or there was even LFE—for

other types of stimuli. These findings are even more

striking considering that our paradigm permitted fast and

accurate responses simply based on processing local

stimulus properties (shape and color in Experiments 1 and

2, respectively), that is, disregarding the global configura-

tions altogether. Since normal and scrambled configura-

tions consisted of identical local elements, adoption of such

a local processing mode would predict no configuration

effects. However, at variance with this prediction, config-

uration effects were observed in all our experiments—

suggesting that participants were not able to solely use

simple feature information and disregard the global con-

figuration for solving the task.

Overall, the present findings are in line with other

studies that demonstrated face processing to be holistic in

nature (e.g., Leder & Carbon, 2005; Tanaka & Farah,

Fig. 7 Reaction times and error

rates across experimental

conditions of Experiment 2.

Whiskers denote 1 SEM
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1993). Leder and Carbon (2005) reported a similar LFS

effect, albeit in a different task, by showing that local face

elements are recognized poorly when presented in a global

context (i.e., whole face) relative to isolated presentation.

Our results support these findings and go beyond them by

showing that global face perception occurs early during

visual processing (i.e., with stimuli presented for only

200 ms), possibly reflecting the existence of specific

detectors tuned to faces—but not of detectors for other

complex objects (e.g., Kanizsa figures, houses), as these are

not vital for successful adaptation and social interaction.

An alternative to postulating a face-specific mechanism

responsible for the LFS effect observed in the present study

might be that LFS effects are specific for a particular level

of task difficulty or a particular response bias. However,

while these factors, related to response selection processes,

might explain the LFS effect for faces in a single experi-

ment, the fact that we consistently observed similar effects

across a set of experiments that differed in overall task

difficulty and response bias renders the response-based

explanation of the LFS effect unlikely. Taken together, the

LFS effect for schematic and realistic faces and the LFE

effect for Kanizsa and realistic house stimuli would then

indicate that faces are indeed processed as a single feature

and that face detectors are tuned to global face properties.

This assumption is supported by recent findings from

behavioral (Goffaux & Rossion, 2006) and electrophysio-

logical studies (Halit, de Haan, Schyns, & Johnson, 2006),

which indicate that the face-specific processing is primarily

based on the spectrum of low spatial frequencies (i.e.,

reflecting global stimulus properties), further suggesting

that faces are processed differently already at the early,

perceptual processing stages.

The proposal of globally tuned face detectors would also

explain why previous studies failed to find a pop-out effect

for faces when these were presented among homogeneous

face distractors. Search displays consisting only of face-

like configurations would result in face-detectors signaling

the presence of something resembling a face at multiple

locations, as a result of which attention would not be

guided efficiently to the location of the face target. Finally,

one of the major criticisms leveled at findings of pop-out

search for global face configurations was that this effect is

attributable to local differences between faces and other

stimuli. In the light of the present findings, this argument

would no longer be valid: because the local features of

faces are processed less efficiently, compared to control

stimuli, it is unclear how less efficiently processed local

face features could lead to pop-out, relative to local fea-

tures of other objects (e.g., a car) which do not produce

pop-out.

Rather than assuming that performance in our task was

mediated by face detectors tuned to global stimulus

attributes, one could argue that the obtained LFS effect

reflects the dynamics of post-selective visual processing. In

particular, the LFS effect could arise from processes related

to memory for previously selected and discarded locations.

That is, having to process faces might influence the

memory of previously selected and, upon focal-attentional

checking, rejected locations in such a way that the chance

of re-selecting a previously attended global configuration is

greater for normal relative to scrambled faces. In brief,

faces might induce weaker inhibition of return (IOR, Klein,

2000; Posner & Cohen, 1984), which in turn causes repe-

ated search through items that have already been checked,

thus slowing RTs in the face condition. In a recent study,

Theeuwes and Van der Stigchel (2006) examined this

hypothesis. Participants were presented with two photo-

graphs—one of them was always a face, the other always a

non-face stimulus—located on the left and right sides of

the central fixation cross. After a variable interval, a central

pointer indicated the direction (i.e., to the right or the left of

the cross) to which participants had to make a saccade. The

results showed that participants were slower in making a

saccade to the position that had previously contained the

face stimulus, suggesting that faces actually generate a

stronger IOR effect. This pattern is at variance with the

alternative account on which weaker IOR for faces is the

source of stronger face-specific LFS effects.

On the other hand, the LFS effect might be caused by

the fact that it takes longer to disengage one’s attention

from a selected face, relative to other stimuli (Devue,

Belopolsky, & Theeuwes, 2011; Bindemann, Burton, &

Jenkins, 2005). Accordingly, search through an array of

faces would be slower, relative to arrays of non-face

stimuli. However, longer focal-attentional processing of

face stimuli should also result in improvements in perfor-

mance, predicting more accurate (local) target detection for

normal face configurations—relative to scrambled config-

urations, which would be analyzed more briefly. Our

results do not support this explanation, since we observed

both slower and less accurate performance for face-like

targets relative to scrambled targets. Thus, all arguments

considered, the LFS effect observed for faces but not for

non-face stimuli (i.e., the fact, that local features of faces

were processed less effectively compared to those of non-

faces) in the present study is likely to originate from the

early processes of stimulus encoding and detection—con-

sistent with the face detector hypothesis.

Conclusion

The present study revealed that processing of local visual

information is hampered when it is part of a normal, as

compared to a scrambled, face. Comparable results were
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observed with both schematic and realistic faces. This LFS

effect for faces adds support to Hershler and Hochstein’s

(2005, 2006) proposal that faces are encoded by special

visual face detectors, that is, as a basic visual feature

similar to other features in the color, orientation, motion,

etc. dimensions. Finally, these detectors seem to be tuned

to the general global face configuration, rather than local

facial features.
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