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Abstract This paper focuses on the topic of human cog-
nitive architecture in the context of links between action
and perception. Results from behavioural studies, neuro-
imaging, human electrophysiology as well as single-cell
studies in monkeys are discussed. These data as well as theo-
retical background are brought forward to argue that a close
connection between action and perception should be consid-
ered in designs of artificial systems. Examples of such sys-
tems are described and the application of those approaches
to robotics is stressed.

Keywords Human action planning · Action-perception
links · Perceptual selection · Social robotics

1 Introduction

When designing an artificial robotic system, which is sup-
posed to act and interact with its environment, one needs to
equip it with some sort of perceptual module that connects
with its motor module in order to provide information for ef-
ficient behaviour with respect to the incoming input. How-
ever, the perception-action connection, in order to be effi-
cient should most probably not be unidirectional—at least
this is what the human cognitive architecture shows. In the
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following, based on empirical evidence from human cogni-
tive neuroscience, we will argue that action and perception
system need to be tightly coupled in a bidirectional way, in
order to provide an efficient architecture for interacting with
the environment. The views presented in this paper might
constitute an example of a framework that belongs to the
embodied cognition approach in the cognitive sciences (for
a review see [1]). In contrast to traditional accounts in cogni-
tive sciences, embodied cognition views the cognitive capa-
bilities of humans not in isolation from action, environment,
and the body, but rather as embedded in the interaction be-
tween the three. This might imply that human’s inner repre-
sentations do not consist in abstract symbols and operations
thereupon, but rather on simulated actions and interactions
with the environment. A prototypical example of such an
embodied representational architecture is the work of Lynn
Andrea Stein [2] implemented in a robotic system of Toto
and MetaToto—designed by Maja Matarić [3]. Those sys-
tems, equipped with sensors to detect walls, corridors and
obstacles, develop inner representations of the environment
that are “action-related”. That is, instead of coding land-
marks in an abstract way, these systems code them in terms
of the robots’ movement and perceptual input. Such “em-
bodied” approach might prove to be an extremely efficient
way of designing artificial systems, given that growing body
of evidence supports the idea of a close coupling between
perception, action and environment in humans.

2 Ideomotor Perspectives on Action Control in Humans

In order to efficiently interact with the environment, hu-
mans must have developed adequate mechanisms for action
planning. According to ideomotor perspectives, e.g., [4–6],

mailto:agnieszka.wykowska@psy.lmu.de
mailto:anna.schuboe@staff.uni-marburg.de


6 Int J Soc Robot (2012) 4:5–14

humans plan their actions according to action goals. Ac-
tion goals, in turn, are formed by anticipated sensory con-
sequences of the intended actions. Greenwald [4] as well
as Hommel et al. [5] suggest that representation of action
goals in terms of anticipated sensory consequences is possi-
ble thanks to life-long experience with various actions hav-
ing not only proximal effects (re-afferent consequences of
particular movements) but also distal effects, i.e., sensory
consequences of changes in the surrounding that are related
to the performed action (e.g., if one strikes a ball with a
baseball bat, one will see the ball moving and also hear a
sound of the ball hitting the bat). To account for the ideas
of action representation in the form of anticipated sensory
consequences, Harless [7] postulated that acquiring volun-
tary action control mechanisms takes place in two stages.
In the first stage, actions are carried out randomly; the ef-
fects of those actions are perceived and memorized. Subse-
quently, as the links between given action types and their
sensory consequences become available, they can be used to
intentionally plan actions to produce desired effects. Such a
view on development of voluntary action control fits to ev-
eryday observations of how babies first randomly move and
only subsequently learn to control their actions by anticipat-
ing sensory consequences thereof. When the links between
actions and their perceptual consequences are acquired and
action effects can be anticipated, the human brain is able
to evaluate if the actual consequences of particular actions
match the anticipated/desired ones (for a similar account,
see forward models, e.g., [8]).

Greenwald [9] has been one of the first to provide em-
pirical evidence for the ideomotor principles. Results of his
studies showed, for example, that verbal responses were
faster to auditory stimuli as compared to visual stimuli—
presumably because speaking usually produces auditory
sensations, and hence humans link verbal behaviour with au-
ditory sensory effects. Elsner and Hommel [10] designed ex-
periments based on Harless’ [7] idea of the two-stage model
of action control with action effects acquisition in the first
stage and anticipation of the acquired effect in the second
stage. In their studies, participants first participated in the
acquisition part of the experiment, in which they were asked
to respond freely to a stimulus with either a left or right key.
Upon the response, a sound was presented that differed de-
pending on the key (e.g., right key-high tone, left key-low
tone). The sounds were completely task-irrelevant and the
participants were asked to ignore them. In the second (test)
phase, participants were asked to perform a forced choice
task (response assignment was fixed) to an auditory stimu-
lus (e.g., high tone-left key; low tone-right key). Half of the
participants’ response assignment was compatible with the
previous response-sound event (same sounds were associ-
ated with the same responses). The other half of participants
had a reversed response assignment. The results showed a

significantly better performance for the non-reversal group
of participants indicating that the sensory consequences of
particular responses have been acquired leading to antici-
patory mechanisms when producing the given actions. In
another experiment, when given a free choice to select a
response in the test phase, participants selected a response
with the compatible key significantly more often than with
the incompatible key (compatibility was defined as same
stimulus-response pairs as in the acquisition phase). These
experiments show that humans learn the sensory effects of
actions they produce. Representation of those effects is pre-
sumably subsequently used to guide efficient action plan-
ning.

3 Common Code for Perception an Action

If humans plan their actions through representing antici-
pated sensory consequences of the intended actions, then the
human brain must have developed a mechanism for efficient
“communication” between action and perception domains.
Therefore, authors favouring the ideomotor principles pos-
tulate that action and perception share a common represen-
tational code, e.g., [5, 6]. The format of the code presum-
ably consists in a distributed network of features [5] that are
bound together across domains to form events. That is, if
hitting the ball with a bat is always associated with a given
sound and a given movement of the ball, the action of strik-
ing the ball with the bat and the perception of sound and
motion will probably tend to being bound together to one
event.

Furthermore, according to Hommel [11], action and per-
ception codes are functionally equivalent. This presupposes
that perception is an active process: perceiving means active
acquisition of information through selective mechanisms,
eye-, head- and other body movements. On the other hand,
action would not be successful or efficient without percep-
tual feedback. Therefore, action and perception serve the
same purpose: efficient interaction with the environment.
Importantly, however, the common coding theories refer to
representations of actions in terms of their distal effects but
not proximal sensory effects. That is, common codes be-
tween perception and action do not refer to such character-
istics like neuronal pattern of muscular activity while per-
forming a movement. This is a crucial claim, as it would be
rather implausible that neural activity related to a stimula-
tion of retina by a given visual input is equivalent to muscu-
lar activity related to performing a grasping movement.

Evidence for bindings between perceptual and action fea-
tures comes from, e.g., studies reporting partial-repetition
costs [12] or inverse-compatibility effects [13]. Partial repe-
tition effects have been observed in studies with paradigms
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consisting of two tasks: simple reaction1 to Stimulus 1 (S1)
onset and binary forced-choice reaction to Stimulus 2 (S2).
In this way, stimulus and response characteristics could con-
verge or vary orthogonally. Results demonstrated that rep-
etition of stimuli and responses as well as change of both
yield better performance than partial repetition, i.e., same
response with alteration of stimulus or same stimulus with
a different response. These effects suggested that encoun-
tering a particular event (S1) and issuing a relative response
(R1) were bound together within an event file. The second
encounter of the same stimulus (S2) activated R1 that was
bound to it in the respective event file. However, if S2 re-
quired a different response (R2), then the event file needed
to be updated which was time-consuming and elicited costs
relative to the situation when the same stimulus-response
binding could have been used to complete the task.

Similarly, inverse-compatibility effects have been ob-
served by Müsseler and Hommel [13]. In these studies, ac-
tion planning impaired perceptual processes when their acti-
vated codes overlapped: perception of a visual stimulus was
impaired if it was presented while a particular action was be-
ing prepared, given that the stimulus shared certain charac-
teristics with that action. That is, if participants were prepar-
ing, for example, a right-key response, and a right-pointing
arrow was briefly presented (subsequently masked), accu-
racy of detecting the right arrow was lower as compared to
detection of the left arrow.

Analogous results have been found by Zwickel et al.
[14]. The authors asked participants of their experiments
to produce simple movements along a linear trajectory in
a given direction while observing a visual stimulus also
moving along a linear trajectory. Subsequently, participants
were asked to compare trajectory of a test stimulus against
the reference stimulus (the stimulus presented concurrently
with the produced movement). The results showed that
the estimated trajectory was repulsed relative to the pro-
duced movement’s trajectory. This showed a form of con-
trast/interference effects arguing in favor of shared repre-
sentational medium for action and perception.

Neuroimaging techniques allowed for pinpointing brain
areas that are active while certain stimuli are perceived. As
it turned out, e.g., [15], not only perceptual areas but also
motor areas of the brain can be automatically activated when
a predictable sequence of stimuli is perceived. That is, in an
fMRI study [15], participants observed sequences of either

1A task requiring a simple reaction means that participants are asked
to respond to a presented stimulus as soon as they detect it, and the
response is given with only one possible key whereas a binary forced-
choice reaction means that participants are presented with two types of
stimuli and are asked to issue one of two possible responses. Each of
the stimuli is assigned to a pre-determined response (e.g., left orienta-
tion of a bar-stimulus = left key; right orientation = right key)

visually presented disks of various sizes or sounds of vari-
ous pitches. Participants’ task was to judge whether certain
elements of the sequence matched the sequence “rule”: e.g.,
if the sequence consisted in increasing size, the final three
elements were also increasing in size. Activation of the pre-
motor areas of the brain has been observed. These areas are
typically described in terms of control of motor behavior and
selection of appropriate movements for voluntary action. In
the described study, regions that are usually involved in hand
movements were activated when sequences of visually pre-
sented disks were of different sizes. On the other hand, pre-
motor areas involved in articulation were activated when
judgments were concerned with auditory stimuli of differ-
ent pitch. These results show that processing perceptual fea-
tures automatically activates actions that might be related
with those features, and therefore, speaks in favour of strong
action-perception links. Moreover, these studies stressed the
importance of human ability to anticipate certain steps in
a predictable sequence, which might be the base for action
understanding, and therefore, might involve action-related
areas of the brain.

Based on the results of these studies, a clear picture re-
garding human cognitive architecture emerges: action and
perception domains seem to be strongly coupled and often
co-active. Such coupling presumably allows efficient action
planning which consists in anticipation of perceptual action
effects. A common representational code is the most parsi-
monious solution to efficient communication between action
and perception domains.

4 The Concept of Intentional Weighting

Bidirectional links between action and perception imply that
action planning can influence and bias perception as much
as perceptual mechanisms might influence action plans. This
has indeed been one of the main postulates of the selection-
for-action view [16], the premotor theory of selection [17] or
of authors arguing in favour of a close coupling between se-
lection for perception and selection for action [18]. Authors
supporting the idea of a common code, e.g., [5] have pos-
tulated the concept of “intentional weighting” that should
operate on perceptual processing in a similar way as other
types of weighting mechanisms, see e.g., [19, 20]. That is,
neural activity related to given characteristics of the envi-
ronment might be modulated by top-down control to fit a
given task, e.g., [21, 22] or action [5], see Fig. 1. Hommel
[11] postulates that action control consist of offline action
planning and online action adjustment. The first specifies in-
variant features of action representations while the latter fills
in still open parameters of a given action plan in an online
manner. In order for the system to have efficient access to
relevant information that needs to be fed into the adjustment
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Fig. 1 A schematic illustration
of the postulated mechanism
that weighs perceptual
processing with respect to action
planning (based on a model in
Hommel [11]). The visual scene
is supposedly coded in separate
dimension-specific maps, where
saliency signals are elicited by
the stimuli. Those saliency
signals can be directly weighted
with respect to particular
task-relevant action plans (e.g.,
grasping or pointing). Such
weighted signals are
specifications of particular
parameters for given action
plans that subsequently are fed
into a motor program

processes, an intentional weighting mechanism biases per-
ception in such a way that processing action-relevant char-
acteristics is prioritized over other features that the percep-
tual apparatus processes. That is, if one is planning a grasp-
ing action, particular grip aperture needs to be specified (pa-
rameter left open for online adjustment). Hence, size of the
perceived (and to-be grasped) object needs to be calculated
while information concerning for example its color is not
relevant. Perceptual system, therefore, processes informa-
tion about size with priority, allowing for efficient speci-
fication of open parameters (e.g., particular grip aperture)
during online action adjustment. This mechanism is what
Hommel [11] terms intentional weighting.

Such biased processing has been observed in a laboratory
setup. For example, Craighero et al. [23] demonstrated that
preparing for a grasping movement facilitated processing of
a visual stimulus when the stimulus shared characteristics
of the to-be grasped object (same orientation of the visually
presented bar and to-be-grasped object). Analogously, Fagi-
oli et al. [24] observed that participants tuned their percep-
tion to a concurrently prepared action. That is, the authors
asked participants to prepare either a pointing or a grasp-
ing movement. At the same time, participants observed a se-
quence of stimuli and were asked to detect an oddball item in
the sequence—an item that did not fit into a sequence “rule”
(e.g., if a “rule” consisted in alternating in size disks: small-
large-small, an oddball would occur when two disks of the
same size were presented in a row). The oddballs could oc-
cur also through repetition of the same location. Hence, the
perceptual task was concerned with either size (dimension
relevant for grasping) or location (dimension relevant for
pointing). As expected, participants exhibited better perfor-

mance in size oddball detection when they were preparing
to grasp, as compared to point, and they were better in loca-
tion oddball detection when they prepared for pointing, rel-
ative to grasping. In a similar line of reasoning, Wykowska
et al. [25] designed an experiment in which participants per-
formed two tasks: a perceptual task that consisted in detect-
ing a smaller circle (size target) or a lighter circle (luminance
target) among many other circles presented on the computer
screen (a typical visual search task), see Fig. 2.

The responses in this task were to be made on a com-
puter mouse with one key being related to the target present
trials and another key being related to target absent tri-
als. The second task (a grasping or a pointing movement)
was performed on items of especially designed device po-
sitioned below the computer screen. This task was executed
with a different hand than the one used in the perceptual
task. The experiment was designed to create two congruent
perception-action pairs (size with grasping and luminance
with pointing)—as it was assumed, in line with the ideo-
motor theories, that through lifelong experience with grasp-
ing, humans have learned size to be relevant for grasping
whereas luminance (feature allowing fast localization) to be
associated with pointing. Importantly, as described above,
the two tasks of this paradigm were experimentally en-
tirely unrelated—both motorically and perceptually. Thus,
the results showing congruency effects (better performance
in search for size when grasping as compared to pointing
and better performance in search for luminance when point-
ing as compared to grasping) indicate that the facilitation of
certain feature detection occurs at the representational level
in the brain that links action and perception codes—and it
is not due to motor priming (different effectors) or percep-
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Fig. 2 An illustration of a paradigm similar to the one used in
Wykowska et al. [25]. The experimental setup (A) and the trials se-
quence (B). The participants were first asked to fixate their eyes on
the fixation star. Then, they observed a movement cue (a picture with
a grasping or pointing movement) and they were asked to prepare the
movement but not execute it at that point. Then, they were presented
with a visual search display on the computer screen, in which they were

to detect the presence of a circle differing from others in size or lumi-
nance. The participants were asked to press one mouse key for target
presence and another for target absence. Subsequent to this response,
one of the elements on the movement execution device (MED) lit up
and served as a go- signal for the movement execution. Participants
grasped or pointed to the element that lit up and this was the end of
a trial

tual priming (different objects in the visual search and in the
motor task). In a subsequent series of studies, Wykowska et
al. [26] showed that these results occur even when percep-
tual similarity between the items (and their arrangement) on
the computer screen and the device on which the movements
were executed is reduced to minimum. Hence, the congru-
ency effects seem not to be due to overlap of perceptual char-
acteristics between the setup of the perceptual task and the
movement task. These results suggest that perception can be
biased with respect to action planning in a similar way as it
can be biased by other top-down factors, e.g., [19, 20].

5 Perceiving the World in Action-Related Manner: The
Concept of Affordances

The common coding perspectives share certain aspects of
their account with the ecological approach of Gibson, e.g.,
[27]. The ecological approach also stresses the idea of ac-
tive perception and is strongly related to the concept of af-
fordances. Affordances are characteristics of the environ-
ment or specifications thereof in terms of possible interac-
tion with it. For example, a cup would have a (learned) char-
acteristic of “something to drink from”. A chair would have
a characteristic of “sittability”. As such, affordances con-
stitute close links between action and perception. In other
words, perception of an object carries information not only
about such characteristics like “whiteness” or “roundness”
but also about “graspability”, and as such, activates the ac-
tion system automatically.

Evidence for such affordances-based link between per-
ception and action has been described by, for example,
Humphreys and Riddoch [28], where the authors reported
a case study of a patient with a neglect syndrome after dam-
age in his right brain hemisphere. This patient was unable
to direct attention to the neglected (left) side, and in effect,
had difficulties in detecting objects presented in that visual
hemifield, when the objects were defined by their name or
other characteristics, such as colour. Remarkably, however,
when the objects were defined through their affordances,
i.e., “something to drink from”, for example, the patient’s
performance in detecting the objects in the neglected side
improved. Similarly, Tucker and Ellis [29] reported results
supporting the idea of automatic processing of action-related
characteristics of perceived objects. The authors conducted
an experiment with healthy participants. In their study, par-
ticipants were asked to sort presented objects into two cate-
gories: “natural” or “manufactured”. Responses were to be
made either by a precision grip or a power grip, dependent
on the category. Interestingly, the objects varied in size, al-
though the size dimension was completely task-irrelevant
and orthogonal to the categories that the objects were sup-
posed to be sorted into. Results showed that the type of re-
sponses biased (implicit) processing of the size dimension:
reaction times in the categorization task were faster when
the size of presented object was congruent with the response
type (smaller object + precision grip, and larger object +
power grip). The incongruent pairs (small size + power grip;
large size + precision grip) yielded worse performance.

Furthermore, a growing body of evidence provided by
neuroimaging studies speaks in favor of action-related way
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of perceiving the world, in the form of affordances. For
example, Grèzes and Decety [30] in a study using PET
methodology showed that brain areas related to motor rep-
resentation were automatically activated when participants
only watched objects that have certain action affordances.
Similar results have been obtained by Grafton et al. [31]
who recorded neural activity in premotor cortex in the area
related to hand/arm movements when participants only pas-
sively viewed tools of common use (such as scissors, ham-
mer, etc.). Also single-cell studies on monkeys reported that
neurons in certain motor-related areas of the brain are se-
lective for object affordances, e.g., [32]. Therefore, all these
results speak in favour of the idea that learned associations
between certain objects and actions they afford might result
in an automatic activation of motor-related areas while such
objects are perceived.

6 The Mirror Neuron System, Motor- and Perceptual
Resonance

The discovery of mirror neurons (cf. [33]) clearly tagged a
common neural mechanism for action and perception do-
mains. Mirror neurons have traditionally been observed in
motor areas of monkey brains. Those neurons are related
to planning a particular action but they also get activated
when an animal only observes others performing that ac-
tion type. Interestingly, those neurons are active also when
a meaning of an action can be inferred from sounds [34] or
other hints [35]. Therefore, these results have been brought
forward as argument in favour of the idea that the mirror
neuron system has a functional role of action understand-
ing [36]. Subsequent to the discovery of the mirror neuron
system in monkeys, a large body of evidence has been col-
lected for the analogue of a mirror neuron system in humans.
EEG studies have shown that a certain EEG frequency (the
mü-rhythm) is related not only to active movements but also
to action observation, e.g., [37]. Finally, many brain imag-
ing studies (PET, fMRI) revealed activation of motor ar-
eas when participants observed actions performed by oth-
ers, e.g., [38], see [36] for a review. Certain authors have
postulated that the mirror neuron system is responsible not
only for action understanding but also for imitative learning,
e.g., [39] and maybe even a base for communication and
language acquisition, e.g. [40]. Some authors challenge the
view that the mirror neuron system is specialized in action
understanding and/or action imitation stressing the point that
those areas are also involved in predictions of subsequent
steps of regular sequences of stimuli, e.g., [15]. As such, ac-
tion understanding might only fall within the broad category
of anticipatory processes involved in known or predictable
sequences (typical familiar actions usually consist in pre-
dictable sequences of movements). In either case, the mir-

ror neuron system is a prominent example of close action-
perception links which only shows how much readiness for
action is involved in perception of the external world.

The literature examples related to the mirror neuron sys-
tem described so far focus on the so-called “motor reso-
nance” (see [36, 41] for reviews), i.e., the idea that observ-
ing an action activates similar brain mechanisms and struc-
tures as actually performing the action. Some authors, e.g.,
[41], stress the importance of the link in the other direc-
tion as well: the idea of perceptual resonance. According to
this idea, action observation not only activates the observer’s
motor programs, but it also influences observer’s perception.
Evidence for perceptual resonance has been brought forward
by, for example Hamilton et al. [42]. In these studies, partici-
pants were asked to lift or hold boxes of various weights. Si-
multaneously, they observed films of other people lifting or
carrying similarly-looking boxes. Interestingly, participants
under- or over-estimated the weight of the boxes carried by
the other agents dependent on the weight of their own boxes.
Along similar lines, Repp and Knoblich [43] showed that
perception of ambiguous auditory stimuli depend on the pro-
duced actions.

The idea of perceptual resonance is in line with the pre-
viously described concept of intentional weighting, with the
latter being actually a candidate mechanism for the phenom-
ena described as perceptual resonance.

7 Application for Social Robotics

All the above considerations, theories and empirical evi-
dence have been brought forward to argue in favour of a
close coupling between action and selection mechanisms
in perception. This has been described in order to empha-
size that design of artificial systems needs to take into ac-
count such neural architecture and functionality of the hu-
man brain. This is important for a few reasons: one is that
it might be beneficial to draw from evolutionary solutions
when designing robots. Current artificial robotic systems
have limited computing power and therefore, it should defi-
nitely be advantageous to implement certain selection mech-
anisms especially in the case of fast real-time systems that
produce very rich and fast data streams. When deciding what
sort of selection mechanism should be implemented, “copy-
ing” from evolution seems to be the most efficient way to
solve the problem. Such an approach to design of robots
that are to assist humans in the kitchen has been described
in [44]. Another important argument for designing artificial
systems based on similar mechanisms as those that operate
in the human brain is the need for behaviour similar to hu-
mans for the sake of safe and efficient human-robot interac-
tion. If robots are to accompany humans, they should pro-
duce behaviour predictable for humans, and this might be
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possible only when similar computing architecture is em-
ployed. Moreover, also robots need to be equipped with sys-
tems that understand the meaning of human actions. Here,
the evolutionary solution might prove particularly useful.
This direction has been taken in the work of [45] in which
the researchers designed a model of functioning of the mir-
ror neuron system that has been implemented in a humanoid
robot which acquired knowledge about objects in terms of
their affordances, became capable of action recognition, and
finally managed to mimic actions performed by a human on
various objects.

The influential work of Matarić and colleagues has fol-
lowed similar direction. For example, Billard and Matarić
[46] reported results of a validation study of their biologi-
cally-inspired connectionist model that imitated human arm
movements. The model consisted of a hierarchy of neural
networks that represented the functionality of brain areas
involved in motor control. For example, the “lowest level”
network represented the functionality of spinal cord, an-
other one represented cerebellum, two networks simulated
the role of M1 (primary motor cortex—area involved in con-
trol of voluntary movement execution) and premotor (PM)
cortex (area involved in selection of movements; also the
area where mirror neurons have been found), and finally,
there was a network that represented visual perception at
the level of temporal cortex. Most importantly, the network
representing the workings of the PM cortex translated and
linked visual representations of observed actions to motor
representations. More specifically, nodes of PM transferred
the activity of the nodes in the “visual” network into activ-
ity of M1 nodes representing motor commands of the cor-
responding movements. Therefore, neurons in that network
responded to both visual information and the correspond-
ing motor commands. Learning of movements consisted of
storing the movement sequences registered by the “visual”
network and mapping them onto the motor commands of the
M1 network. As such, the PM network simulated the func-
tionality of the mirror-neuron system. This model was im-
plemented on a biomechanical simulation of a human avatar,
which managed to reproduce human movements with high
level of accuracy. In [47], Matarić reported and summarized
work devoted to the design of biologically-inspired imitation
systems. The author described the main components of their
models, i.e., the “visual and attention” system that detected
and selected biological motion from a stream of visual input
by focusing on effectors or tools; the system that mapped
visual input onto motor programs (mirror-neuron system
functionality); the motor control system consisting of motor
primitives; and finally, a classification-based learning mech-
anism that learned “from a match between the observed and
executable movements” and continuously expanded move-
ment repertoire. These models have been implemented on
artificial humanoid simulation avatars or robotic systems
with high degree of success.

Similarly, Breazeal and colleagues [48] provided an ex-
ample of a computational model inspired by the functional-
ity of mirror neuron system as well as infant development
and the idea of the Theory of Mind. Their robotic imple-
mentation of the model, Leonardo, is well capable of imitat-
ing facial expressions thanks to the architecture consisting
of a perception system that extracts relevant features from
the sensory data, for example, faces or its components such
as eyes or lips, an action system that selects the appropri-
ate behavior, and a motor system based on movement primi-
tives. Importantly, Leonardo learns through imitation and in-
teraction in a two-step manner. In the first phase, the human
participant imitates Leonardo’s motor babbling—allowing
Leonardo to map perceived human expressions onto its own
intermodal representational space. The intermodal represen-
tations thus consist in learned correspondences between the
model’s own expressions and those of the human imitator.
In the second phase of imitative learning, once the robot
has learned the representations of perceived facial expres-
sions in intermodal space, it tries to imitate the human and
optimizes imitation through successive approximations. Fi-
nally, the authors describe work in progress and future di-
rections that would aim at equipping the robot with emotion
and attention systems. These would allow for joint attention
and emotional appraisal of novel situations, which in turn,
are necessary for social referencing. Such skill is extremely
important in social behavior, especially when it comes to
understanding affective messages of others and emotional
communication in general.

The above-described research provides prominent exam-
ples of how designing an artificial system based on re-
sults from human psychology and/or human/monkey neuro-
physiology might allow for establishing action understand-
ing necessary for efficient human-robot interaction. In [49],
Matarić describes how and why biologically-inspired archi-
tectures implemented in robotic platforms are important not
only for theoretical, but also for practical reasons. Matarić
argues that humans have a tendency to “socially engage
with, and attribute life-like properties to machines, espe-
cially embodied ones such as robots, which exhibit sufficient
(often quite simple) attributes of biological-like movement
or appearance” (p. 82). This, in turn, leads to the possibil-
ity of designing artificial systems whose role is to provide
care in hospitals, education and rehabilitation centers, pro-
grams for children with special needs and elderly people.
Apart from the above arguments stressing the importance
of implementing similar mechanisms in artificial systems to
those that have developed in human or animal brains, draw-
ing inspiration from nature might also be simply useful: for
example, if humans have developed a fast pragmatic route of
action-related selection [28] and if human perceptual mech-
anisms are biased towards action planning [5, 25], then de-
signing systems that make use of such action-perception
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links might allow for solutions that are better tuned to their
needs.

The work of Cabibihan and colleagues [50] speaks in
favour of this line of argumentation. The authors described
a study in which they investigated a computer-based com-
munication with social cues more rich than usual. That is,
in contrast to standard internet-based communication such
as Skype (Skype Technologies, Luxembourg), Cabibihan
and colleagues developed a mobile robot interface capable
of pointing gestures. The experimenter could communicate
with the participants either using a standard static mode,
i.e., through the notebook monitor positioned on top of the
robot platform, or applying the dynamic mode, i.e., using
the robot’s arms for pointing. The experimenter described
to the participants a layout of items in commonly familiar
places such as kitchen or living room. In the static condi-
tion, the experimenter used terms such as “left/right side of”
or “behind”. In the dynamic condition, they used such words
as “there” or “in that corner” and pointed to the respective
directions with the robot arms. Subsequent to the communi-
cation session, participants were asked to recall positions of
the items. Results showed that participants performed sig-
nificantly better in the dynamic condition as compared to
the static condition. The authors conclude that this might be
thanks to that the dynamic condition involved a platform that
was socially richer. Based on the argumentation put forward
in this paper, an alternative interpretation might emerge: in
the dynamic condition, due to interaction with the mobile
platform and the pointing gestures, participants might have
employed not the symbolic representation, but rather the ac-
tion system in information encoding. Activating the action
system, in turn, might have facilitated memory processes
due to the action-perception links present in human cogni-
tive architecture. In any case, this study is a prominent exam-
ple showing that systems that make use of action-perception
links might be more intuitive for humans and their usability
might be simply better-tuned to the human needs.

One line of research that also has direct consequences for
robotics is grounded in the aforementioned idea of percep-
tual resonance [41]. Several authors have shown that action-
related bias of perception (perceptual resonance) might not
only be related to the actions concurrently observed but also,
and importantly, to motor constraints of the observers. That
is, for example it has been shown [51] that participants per-
ceived the velocity of a dot presented as moving along an
elliptical path according to the constraints of biological mo-
tion. Another study [52] has revealed that participants best
estimated the trajectory and success of dart throws when
they observed their own throws as compared to other peo-
ple’s throws. Importantly, in this study, participants did not
have access to the information of whose throws they were
observing and what were the landing points of the darts.
Similarly, Calvo-Merino et al. [53] have found that motor

expertise affects perception. That is, motor areas of the brain
were activated higher when experts observed other agents
performing the actions of their expertise area, i.e., for ex-
ample ballet dancers observing other people dancing ballet
as compared to capoeira. Most importantly, for the purposes
of human-robot interaction research, such factors like ob-
servers’ gender has been found to affect brain activity dur-
ing observation of other agents’ actions [54]. In this study,
male and female ballet dancers observed other men and
women performing the dance. It was assumed that the as-
pect of familiarity with the movements has been controlled,
as both genders practiced together. However, higher activity
in motor-related brain areas was found when the observers
watched agents of their own gender performing the dance as
compared to the other gender members. These results have
been put forward to argue that humans activate their own
motor repertoire when observing other people act. A striking
piece of evidence for such a thesis is the case of two deaffer-
ented patients (patients who lost the sense of proprioception
and touch, and hence sensory feedback), who were unable to
interpret movement kinematics of other people performing
a lifting-box action, that normally would be used as cues for
estimates of object weight [55]. In the paper reviewing the
studies that support the idea of perceptual resonance [41],
Schütz-Bosbach and Prinz, based on the evidence described
above, speculate that “we can only perceive and understand
in others what we can do ourselves” (p. 354).

If that were to be the case, it would have dramatic con-
sequences for the human-robot interaction enterprise, as it
would mean that in order to make humans capable of in-
tuitively understanding and predicting robot movement se-
quences and intentions, robots would have to have almost
identical motoric make-up as humans. Otherwise, percep-
tion of robot actions might seem imperfect, which might
lead to the problem of uncanny valley, the concept intro-
duced by Masahiro Mori [56].

This issue has been addressed in [57]. In this work, the
authors tested, in an implicit manner, the way a humanoid
robot would be perceived by human observers. They based
the design of their paradigm on [58]. That is, human par-
ticipants were asked to perform certain diagonal arm move-
ments while observing either a robot, or another human per-
forming similar movements—either congruent or incongru-
ent with the actually performed movement. In line with the
previously reported results [58], congruency effects were ex-
pected: larger variance of executed movements in the incon-
gruent condition, as compared to the congruent case. In [58],
the congruency effects were observed only when humans,
but not robots, were involved in concurrent action produc-
tion while in [57], congruency/interference effects were ob-
served for both the robot and the human conditions. The
difference between the design in [58] and [57] was that in
the latter, a humanoid robot was used while in the former,
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an industrial robot bearing little similarity to humans was
employed. These findings speak in favor of the idea that
perceptual (and motor) resonance can be induced only by
agents that bear close anatomic similarities to the human
observers, which imply similar constraints on the motor sys-
tem. In short, this piece of evidence is a clear example of
how robotics can benefit from the findings of human neuro-
science.

8 Concluding Remarks

This paper argues that the close coupling between action
and perception in the human cognitive system has impli-
cations for designs of artificial robotic systems that are to
interact with humans. Humans learn by imitation, simulate
actions when perceiving others performing them, and bias
perception towards action goals. Equipping artificial robotic
systems with similar mechanisms should facilitate human-
robot interaction, and will allow humans to easily infer ac-
tion goals from observed robot behavior. Hence, drawing in-
spiration from naturally developed mechanisms in humans
might prove useful when human and robots should share
common social contexts.
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