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Abstract 

Multisource feedback instruments are a widely used tool in human resource management. 

However, comprehensive validation studies remain scarce and there is a lack of statistical models 

that account appropriately for the complex data structure. Because both peers and subordinates 

are nested within the target but stem from different populations the assumption of traditional 

multilevel structural equation models that the sample on a lower level stems from the same 

population is violated. We present a multilevel confirmatory factor analysis multitrait-

multimethod (ML-CFA-MTMM) model that considers this peculiarity of multisource feedback 

instruments. The model is applied to two scales of the Benchmarks® instrument and it is 

demonstrated how measures of reliability and of convergent and discriminant validity can be 

obtained using multilevel structural equation modeling software. We discuss the results as well 

as some implications and guidelines for the use of the model. 

 

Keywords: confirmatory factor analysis, convergent and discriminant validity, multisource 

feedback, method effects  
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Multisource feedback assessments have gained wide popularity in human resource 

management within the last decades. Today, they are applied in almost all fortune 500 companies 

(Ghorpade, 2000; Yammarino & Atwater, 1997). The main purpose of these instruments, often 

referred to as 360 degree feedback, is to provide a complete and valid picture of a target’s 

leadership behavior by collecting self-ratings as well as ratings from subordinates, peers and the 

target’s supervisor. Additionally, external or internal clients and customers can be asked for an 

evaluation. An analysis and interpretation of these multi-perspective assessments—typically with 

a special interest in commonalities and discrepancies between the different perspectives—helps 

to identify individual needs for professional development.  

While in other research areas a high discrepancy of multisource ratings is undesired and 

interpreted as an indicator of lacking convergent validity of the instruments used, in the context 

of multisource feedback the setting is different. Multiple sources instead of a single one evaluate 

a target leader because it is believed that they will disagree and will thus provide unique 

information (Borman, 1974; Hoffman, Lance, Bynum, & Gentry, 2010). However, some 

researchers have questioned the existence of rating source effects and have argued that rater 

effects are entirely idiosyncratic (Lebreton, Burgess, Kaiser, Atchley, & James, 2003; Mount, 

Judge, Scullen, Sytsma, & Hezlett, 1998; Viswesvaran, Schmidt, & Ones, 2002, 2005).  

Many other issues, especially concerning the “true” (i.e., free of measurement error) 

degree of consistency and specificity of the different perspectives, have not been clarified 

conclusively. This is mostly due to the fact that there are very few statistical models that account 

appropriately for the complex data structure of multisource feedback assessment. In 

consequence, questions such as “How much do self-ratings and subordinate ratings overlap?”, 
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“To what degree do subordinates and peers agree in their perception?” and “Are there rating 

source effects at all and how much variance is caused by the unique view of the specific raters?” 

cannot be answered satisfactorily. However, these are the types of questions of most import for 

the psychometric robustness as well as practical utility of multisource feedback as a tool for both 

the development and assessment of leaders. The purpose of this article is to present a multilevel 

confirmatory factor analysis multitrait-multimethod (ML-CFA-MTMM) model, which takes the 

very special data structure of multisource performance ratings into account. The model is an 

extension of the ML-CFA-MTMM model presented by Eid et al. (2008).  

The analysis of validity and reliability of measurement instruments has a long history in 

psychological research. In the case of 360 degree feedback it is especially important to know 

how well the instrument covers the different perspectives. In other words: Is the instrument able 

to reflect the view of the target leaders, the view of subordinates, of peers and of supervisors? 

What amount of variance is usually shared by the different perspectives and what amount is rater 

or perspective specific? Additionally, one wants to separate these systematic variance 

components from unsystematic variance to draw conclusions that are free of measurement error. 

Because the implementation multisource feedback is very expensive, such an assessment would 

only be reasonable if the convergence between different raters and different rater groups is low. 

In the case of high convergence it would be sufficient to assess only one perspective, e.g., the 

leader’s view. Moreover, it is also costly to assess many different facets of leadership behavior. 

If the different facets are not distinctive—that is, discriminant validity is low—one would 

consider reducing costs and effort by assessing only one facet.   
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Since Campbell and Fiske’s pioneering article in 1959, MTMM analysis is probably the 

most popular technique to address questions of convergent and discriminant validity (Eid & 

Diener, 2006). In the context of multisource performance ratings, the different competencies 

represent the traits, whereas each rater represents a single method. In the early stages of 

development, MTMM analyses were based on the correlations of manifest measures only (e.g., 

Conway & Huffcutt, 1997; Viswesvaran, Ones, & Schmidt, 1996), but this strategy has several 

limitations, which can be overcome by the application of CFA models to MTMM data: Trait, 

method and error components can be separated from each other, assumptions of the underlying 

model can be tested empirically and trait and method factors can be linked to further latent 

variables (Eid et al., 2008). Meanwhile, many researchers use CFA-MTMM models to evaluate 

psychometric properties of ratings (see Kenny & Kashy, 1992; Marsh, 1989). However, as there 

is a vast number of different structural equation modeling approaches, one needs to choose the 

appropriate model for data analysis carefully. In the case of multisource feedback data, where 

different methods are replaced by different raters, a special problem arises from measurement 

designs with a varying number of raters per target (Putka, Lance, Le, & McCloy, 2011). In this 

situation, researchers often select a subset of a fixed number of these raters for each target for 

any given source (e.g., two subordinates and two peers per target) and then fit a traditional CFA-

MTMM model to their data matrix.  In doing so, the fact that raters are nested within targets is 

ignored and a large amount of information is disregarded. Putka et al. (2011) demonstrated how 

this technique compromises the trustworthiness of CFA-MTMM results and recommended using 

a multilevel CFA-MTMM strategy as presented by Eid et al. (2008) in cases of a unique, 

nonoverlapping set of raters per target. With a multilevel CFA-MTMM model, it is possible to 

account for the hierarchical data structure with multiple raters nested within one target. Eid et al. 
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(2008) developed a model that allows to analyze the convergence of two different types of raters: 

(1) several level 1 methods, that is, a group of multiple raters (e.g., subordinates) that are nested 

within the target (e.g., the leader) and (2) one level 2 method, e.g., a self-report of the target. 

However, this model cannot be applied to 360 degree feedback assessments because there are 

level 1 methods (peers and subordinates) that stem from two different populations. The 

simultaneous inclusion of several peers and several subordinates is intricate: As subordinates 

stem from one population and peers stem from a different population they should not be modeled 

as belonging to the same level 1 sample. Instead, two sets of methods should be incorporated on 

level 1. Unfortunately, there are so far no multilevel models that can handle this kind of data 

structure—even though the need is obvious not only for multisource feedback data but also for 

other applications. In order to close this gap, we developed a model that can handle data 

structures such as 360 degree feedback data with self-reports on level 2 and multiple sets of 

methods stemming from different populations on level 1.  

The goal of this article is to enable other researchers who deal with similar data structures to 

adopt this new approach. Therefore, we 

 briefly review the multilevel MTMM model for different types of methods of Eid et al. 

(2008), 

 present a new model, which allows the inclusion of multiple sets of level 1 methods, 

 show how available multilevel structural equation modeling software can be applied to 

estimate such a model, and  

 illustrate this new model analyzing real 360 degree feedback data.  
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The Model for one Level 2 Method and one Set of Level 1 Methods 

Eid et al. (2008) presented this model for a combination of several peer reports (level 1 

methods) and one self-report (level 2 method). The data are analyzed with a two-level CFA-

MTMM model. A correlated trait-correlated (method-1) approach (CT-C([M-1]; Eid, Lischetzke, 

& Nussbeck, 2006; Eid, Lischetzke, Nussbeck, & Trierweiler, 2003; Eid, 2000; Koch, Eid, & 

Lochner, 2013) is used on level 2 with the self-report selected as the reference method. Three 

factors for each construct are defined within this framework:  

 a trait factor, which captures the construct as measured by the indicators of the self-

report, 

 a common method factor, which depicts the part of the peer ratings that is shared among 

the peers but is not shared with the reference method, and 

 a unique method factor, which represents the deviation of a single peer rater from the 

common view of peer raters. 

As a consequence of this decomposition of the manifest variables, the following variance 

components of the nonreference indicators (i.e., the peer ratings) can be estimated (Carretero-

Dios, Eid, & Ruch, 2011; Eid et al., 2008):  

 The consistency of self- and peer ratings indicates the proportion of true variance that is 

explained by the self-report and is thus an indicator of convergent validity.  

 The common method specificity of peer ratings indicates the proportion of true variance 

that is shared among the peers but not shared with the self-report. 

 The unique method specificity of peer ratings indicates the proportion of true variance 

that is not shared with the other peer(s) and is thus unique to the specific peer rater.  
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 The reliability represents the proportion of manifest variance that is not due to 

measurement error. 

In addition to the variance components, correlations between the latent factors provide estimates 

of further psychometric properties of the instrument used. One could for example analyze the 

discriminant validity of constructs by correlating the trait factors. It is also possible to correlate 

the common method factors (respectively the unique method factors) of different traits to 

examine whether the method effects generalize across traits. 

 The model is restricted to one set of level 1 methods. In the next section we will show 

how this model can be extended to a model with two sets of level 1 methods.  

 

The ML-CFA-MTMM Model for two Sets of Level 1 Methods 

 The following model was designed for data situations that have two sets of level 1 

methods (e.g., a set of peers and a set of subordinates) and one level 2 method (e.g., the self-

report; see Figure 1). For simplicity, we will describe the model in which there is only one level 

2 method (self-report) in addition to the two sets level 1 methods. The model can easily be 

extended to the situation of more than one method on level 2 (e.g., the supervisor report) using 

the approach of Carretero-Dios et al. (2011). We will explain the model for two sets of level 1 

methods and a self-report on level 2 (see Figure 2) with all of its components in detail. We chose 

the self-report as the reference method and we use three indicators per trait that are 

unidimensionally measuring a common trait. Our notation follows the notation by Eid et al. 

(2008). Superscripts distinguish between the different methods: “RM” refers to the reference 
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method (self-report) and “NMm” to the nonreference methods with the subscript m to 

differentiate between the nonreference method of subordinates (m = 1) and the nonreference 

method of peers (m = 2).  

 The measurement model for the self-report is given by 

𝑌𝑡𝑖𝑘
RM = 𝜇𝑖𝑘

RM + λT𝑖𝑘
RM𝑇𝑡𝑘

RM + 𝐸𝑡𝑖𝑘
RM.             (1) 

𝜇𝑖𝑘
RM denotes the intercepts of the observed variables 𝑌𝑡𝑖𝑘

RM, λT𝑖𝑘
RM represents the factor loadings on 

the (reference method) trait factors 𝑇𝑡𝑘
RM, and  𝐸𝑡𝑖𝑘

RM depicts the measurement errors on level 2. 

The subscripts indicate t = target, i = indicator and k = trait. The nonreference method indicators 

can be decomposed in the following way: 

𝑌𝑟𝑡𝑖𝑘
NM𝑚 = 𝜇𝑖𝑘

NM𝑚 + 𝑇𝑡𝑖𝑘
NM𝑚 + λUM𝑖𝑘

NM𝑚 𝑈𝑀𝑟𝑡𝑘
NM𝑚 + 𝐸𝑟𝑡𝑖𝑘

NM𝑚 ,          (2) 

where 𝜇𝑖𝑘
NM𝑚 denotes the intercepts of the observed variables 𝑌𝑟𝑡𝑖𝑘

NM𝑚, 𝑇𝑡𝑖𝑘
NM𝑚 denotes the indicator-

specific traits of the nonreference method indicators, and λUM𝑖𝑘
NM𝑚  represents the loadings on the 

unique method factors 𝑈𝑀𝑟𝑡𝑘
NM𝑚. 𝐸𝑟𝑡𝑖𝑘

NM𝑚 depicts the measurement errors on level 1. We use the 

additional subscript r for the individual raters.  

 The unique method factor 𝑈𝑀𝑟𝑡𝑘
NM𝑚 represents the part of the manifest variable that is due 

to the single rater within the set of level 1 methods (i.e., a specific subordinate or peer) and that 

is not shared with the common view of this set of level 1 methods. For example, a value of 

𝑈𝑀𝑟𝑡1
NM1 is the deviation of the true rating of subordinate r from the expected value of subordinate 

ratings for target t. It shows the degree to which a single rater r deviates from the mean of all 

subordinate raters belonging to the same target t. The indicator-specific traits 𝑇𝑡𝑖𝑘
NM𝑚 are the 
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expected values of 𝑌𝑟𝑡𝑖𝑘
NM𝑚 for the targets across all raters belonging to group m. For example, a 

value of 𝑇𝑡11
NM1 is the expected value for a single target t on the first indicator of the first trait 

across all subordinates belonging to this target. In other words, it is the expected value of the 

target-specific distribution of subordinates’ true ratings. The basic idea of the model is to 

contrast the view of others with the view of the target person. Therefore, the trait variables of the 

nonreference methods 𝑇𝑡𝑖𝑘
NM𝑚 are regressed on the trait variables of the reference method 𝑇𝑡𝑘

RM. 

The residuals of this latent regression are assumed to be unidimensional for the three indicators 

per trait. They measure the common method factor 𝐶𝑀𝑡𝑘
NM𝑚, which represents that part of the 

common view of a set of level 1 methods that is not shared with the reference method. This 

decomposition of the nonreference method trait factors is expressed by: 

𝑇𝑡𝑖𝑘
NM𝑚 = λT𝑖𝑘

NM𝑚𝑇𝑡𝑘
RM + λCM𝑖𝑘

NM𝑚𝐶𝑀𝑡𝑘
NM𝑚 .             (3) 

Here, λ𝑇𝑖𝑘
NM𝑚 denotes the factor loadings on the reference method trait factors 𝑇𝑡𝑘

RM, and λCM𝑖𝑘
NM𝑚 

denotes the factor loadings on the common method factors 𝐶𝑀𝑡𝑘
NM𝑚. 

The model equation for the nonreference method indicators is obtained by inserting Equation 3 

into Equation 2:  

𝑌𝑟𝑡𝑖𝑘
NM𝑚 = 𝜇𝑖𝑘

NM𝑚 + λT𝑖𝑘
NM𝑚𝑇𝑡𝑘

RM + λCM𝑖𝑘
NM𝑚𝐶𝑀𝑡𝑘

NM𝑚 + λUM𝑖𝑘
NM𝑚 𝑈𝑀𝑟𝑡𝑘

NM𝑚 + 𝐸𝑟𝑡𝑖𝑘
NM𝑚.        (4) 

 In this model, there are two types of method factors. On the one hand, a value of a 

common method factor represents the deviation of the expected value of a rater group (the 

“average” view of a rater group) from the value expected by the self-report. When the value is 

positive, a target receives higher values from his or her raters compared to all other targets 
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having the same self-rated trait score, i.e. the target is overestimated. A negative value shows 

that a target’s trait is underestimated by his or her rater group. Hence, a value of the common 

method factor depends on the target and the rater group rating this target. The variance of the 

common method factor indicates how large the differences are between rater groups who rate 

targets with the same trait values. On the other hand, a value of the unique method factor 

indicates to which degree a single rater deviates from his or her group of raters. When the value 

is positive, the single rater overestimates the target compared to the other raters belonging to the 

same group. When the value is negative, the single rater underestimates the target compared to 

the other raters belonging to the same group. The variance of the unique method factor shows 

how dissimilar single raters are. 

 For identification purposes, the means of the latent traits 𝑇𝑡𝑘
RM and 𝑇𝑡𝑖𝑘

NM𝑚 are fixed to zero 

and the first factor loading of all factors is set to one. As the method factors 𝐶𝑀𝑡𝑘
NM𝑚 and 

𝑈𝑀𝑟𝑡𝑘
NM𝑚 are residual factors, their means are also zero. The following variables in the model are 

uncorrelated (see Eid et al., 2008): (a) trait variables, common method factors and unique 

method factors with error variables, (b) trait variables and common method factors with unique 

method factors, (c) trait variables with common method factors of the same trait and (d) error 

variables with each other. Furthermore, it is not possible for the unique method factors of peers 

and the unique method factors of subordinates to be correlated because they are based on two 

distinct sets of raters.  

 As the latent variables on the right side of Equation 4 are uncorrelated, the variance of an 

observed nonreference method variable can be decomposed in the following way: 
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 𝑉𝑎𝑟(𝑌𝑟𝑡𝑖𝑘
NM𝑚) =  (λT𝑖𝑘

NM𝑚)
2

𝑉𝑎𝑟(𝑇𝑡𝑘
RM) + (λCM𝑖𝑘

NM𝑚)
2

𝑉𝑎𝑟(𝐶𝑀𝑡𝑘
NM𝑚) + (λUM𝑖𝑘

NM𝑚 )
2

𝑉𝑎𝑟(𝑈𝑀𝑟𝑡𝑘
NM𝑚) 

                           + 𝑉𝑎𝑟(𝐸𝑟𝑡𝑖𝑘
NM𝑚).                (5) 

The coefficients of consistency and of common and unique method specificity can now be 

estimated in the same way as proposed by Eid et al. (2008). Table 1 shows how to obtain these 

components. The meaning of the coefficients is explained in Table 2.    

 There are also some important correlations in the model (see Figure 2). The correlation 

between the trait factors indicates the amount of discriminant validity. Correlations between 

common method factors show whether the method effects generalize across traits and/or across 

the two sets of nonreference methods. The unique method factors can only be correlated across 

traits but not across nonreference methods. The correlations between the unique method factors 

show to which degree the unique method effects generalize across traits. Table 2 gives an 

overview of the meaning and interpretation of the latent factors, the variance components, and 

the correlations of the model.   

 After explaining the measurement equations and the meaning of the latent variables in the 

model the question arises how it can be defined within the statistical software since there does 

not exist a preinstalled command or option for this type of model. We will first present the 

sample and measures and then explain the practical implementation of the model using Mplus6 

(L. K. Muthén & Muthén, 1998-2010).  

 

Application of the Model to 360 Degree Feedback Data 

Sample and Measures  
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 We applied the model to 360 degree feedback data collected by the Center for Creative 

Leadership® in a US American sample. The dataset included 6,065 targets (level 2 units) who 

rated themselves and who were rated by 27,418 subordinates and 24,847 peers (both level 1 

units) with a varying number of subordinates (range: 0-38, M = 4.5) and peers (range: 0-17, M = 

4.1) per target. All participants completed the Benchmarks
®
 instrument (Lombardo, McCauley, 

McDonald-Mann, & Leslie, 1999), one of the most frequently used instruments of 360 degree 

feedback for leadership development. Benchmarks
®
 comprises 16 competency and five 

derailment scales, of which we chose two competency scales. We analyzed only two of the 21 

scales because the main purpose of the following section is to present the model not only 

formally but also in its application. Therefore, we focus on the illustration of the model by 

reducing the number of all other model parameters to a minimum. Certainly, the model can be 

extended to more than two scales given a sufficient sample size. The first scale Leading 

Employees consists of 13 items measuring how much the target leader attracts, motivates, and 

develops employees. The second scale Participative Management has nine items measuring how 

much the target leader involves others, listens, and builds commitment. All items have a possible 

range from 1 (to a very little extent) to 5 (to a very great extent). Preliminary analyses 

demonstrated that both constructs are assessed unidimensionally by the 13 respectively nine 

items. Factor loadings were used to allocate the items to three parcels per scale following the 

recommendations of Little, Cunningham, Shahar, and Widaman (2002) to achieve item-to-

construct balance. Parcels were built by averaging the respective items. For Leading Employees 

the first parcel consists of five items and the second and third parcel consist of four items each. 

The three parcels of Participative Management contain three items each.  The main reasons for 

building item parcels were to increase the reliability of the indicators (Little et al., 2002), to 



RUNNING HEAD: MULTILEVEL CFA–MTMM APPROACH  15 

 

WOP Working Paper No. 2016 / 3 

reduce the number of manifest variables, to ensure continuous observed variables, and again to 

minimize the model complexity for illustration purposes. 

Practical Implementation of the Model 

 We conducted the ML-CFA-MTMM analysis with Mplus 6 (L. K. Muthén & Muthén, 

1998-2010) using a robust maximum likelihood (MLR) estimator. The program assumes that 

there is only one set of level 1 units for each level 2 unit. In our application, however, we have 

two sets of level 1 units per level 2 unit. This is in contrast to traditional multilevel analyses. We 

solved this problem in the following way: 

1. Formally, we consider all 27,418 subordinates and 24,847 peers as level 1 units as in a 

traditional multilevel analysis. This means that there are 52,265 level 1 units.  

2. In contrast to traditional multilevel analysis, we consider the ratings belonging to the two 

different sets of raters as two different types of observed variables. For the assessment of 

Leading Employees, we have three indicators for subordinates and three different 

indicators for peers. The same is true for Participative Management.  

3. As peers cannot have values on subordinate ratings, peers have missing values on all 

subordinate indicators. Conversely, subordinates have missing values on all peer 

indicators.  

This makes it possible to include 52,265 level 1 units but to distinguish between the two rater 

groups.  

 This type of analysis requires data that are organized in a long format with as many lines 

per target as there are nonreference reports for the target and with one column for each parcel-
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method combination. The example in Table 3 shows the data matrix for three parcels (par1-

par3) assessed by one reference method (rm) and two sets of nonreference methods (nm1 and 

nm2). There are five individual nonreference raters–and therefore five lines–for the first target 

(ID=1). The columns 2-4 contain the parcel values of the self-rating (reference method). These 

parcel values are copied into all lines belonging to the same target. Columns 5-7 contain the 

parcel values of the nonreference method 1 (e.g., subordinates), the last three columns display 

the parcel values of the nonreference method 2 (e.g., peers).  

The values of the three individual raters of the nonreference method 1 who rated the first target 

are in lines 1-3, columns 5-7. As the lines 4-5 are reserved for the raters of the nonreference 

method 2, there are logical missing values (NA) on the nonreference method 1 variables. The 

values of the two individual raters of the nonreference method 2 are in lines 4-5, columns 8-10, 

and the lines 1-3 contain missing values on the nonreference method 2 variables. The values for 

the next target follow in lines 6-9 with one individual rater of the nonreference method 1 and 

three individual raters of the nonreference method 2.     

Results 

 The ML-CFA-MTMM model shown in Figure 2 fits the data well, χ
2
(176, N = 52,265) = 

5,935.141, p < .001, RMSEA = .025, CFI = .98, SRMR (level 1) = .01, SRMR (level 2) = .04. 

The means, the loading parameters and the coefficients of consistency, common and unique 

method specificity, and reliability are presented in Table 4.  

 The consistency coefficients showed that between 1% and 2% of the error-free 

nonreference method variance is shared with the self-report. These results revealed a very low 

convergent validity of self-ratings and ratings from subordinates respectively peers.
1
 The amount 
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of true variance that is shared among the group of subordinates (or among the group of peers) but 

not with the self-report (common method specificity) varied between 21% and 28%. The unique 

method specificity was by far the major source of variance and indicated that between 70% and 

77% of true variance was neither shared with the self-report nor with the other subordinates 

respectively peers but was specific to the single nonreference method raters. All reliabilities were 

acceptable to very good (between .54 and .90), especially when considering that each parcel 

consists of only three to five items.  

 To get a better understanding of the relationships between the different factors, we 

analyzed the correlations between trait, common method, and unique method factors (Table 5). 

The high correlation of r = .84 between the two trait factors showed that there was low 

discriminant validity of the two constructs. It was also striking that the common method effect 

generalized across constructs on the one hand (r = .96 for subordinates and r = .95 for peers) and 

across subordinates and peers on the other hand (r = .71 for Leading Employees and r = .68 for 

Participative Management). This means (a) that a group of subordinates or peers who over- vs. 

underestimated the target in Leading Employees also over- vs. underestimated this target in 

Participative Management (and vice versa) and (b) that a target who was over- vs. 

underestimated by subordinates was also over- vs. underestimated by peers (and vice versa). 

Common method factors were even strongly correlated across different traits and different sets 

of nonreference methods (r = .68 and r = .67), indicating that targets who were over- vs. 

underestimated by their peers on one trait were also over- vs. underestimated by their 

subordinates on the other trait. The generalizability also held for the unique method factors (r = 

.94 for subordinates and r = .91 for peers), indicating that a single rater who over- vs. 
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underestimates a target with respect to Leading Employees also tended to over- vs. underestimate 

the target with respect to Participative Management.  

 

Discussion 

 The model presented in this paper is the first ML-CFA-MTMM model for data structures 

with two (or more) populations of level 1 methods that are both nested within the targets’ self-

reports. It overcomes many problems that are often associated with the analysis of MTMM data 

(Putka et al., 2011): The researcher no longer has to choose a fixed number of raters per target 

but can include all available raters and model multiple sets of raters that are nested within the 

targets. We used the new model for a validation of two scales from the Benchmarks® instrument 

(McCauley, Lombardo, & Usher, 1989) to demonstrate the estimation of the reliability of the 

indicators, the consistency (convergent validity) of the methods, the discriminant validity of the 

constructs, and the common and unique method specificity of subordinates and peers. The results 

reveal acceptable to very good parcel reliabilities for the two Benchmarks
®
 scales. The 

discriminant validity, however, is low. The high correlation is not that astonishing as the two 

scales capture related facets and both refer to the focus of Leading Others within the three main 

focus areas of the Benchmarks® instrument  (the other two focus areas being Leading Self and 

Leading the Organization; Center for Creative Leadership, 2010). Moreover, as many former 

studies found a considerable amount of overlap between the individual performance dimensions 

in 360 degree feedback instruments (e.g., Beehr, Ivanitskaya, Hansen, Erofeev, & Gudanowski, 

2001; Hoffman et al., 2010; Kets de Vries, Vrignaud, & Florent-Treacy, 2004; van der Zee, Zaal, 
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& Piekstra, 2003), such weak discriminant validity among various scales suggests that raters 

perceive a leader’s competencies in a holistic fashion.  

 The consistency between self-reports and subordinates and between self-reports and peers 

is very low. It is often argued that a high discrepancy between self-ratings and observer ratings is 

an indicator of a manager’s lack of self-awareness (Atwater, Ostroff, Yammarino, & Fleenor, 

1998; Kulas & Finkelstein, 2007). However, this interpretation is highly one-sided as it assumes 

that the observer ratings of a manager’s leadership competencies are in some way more 

“truthful” than their self-ratings. Many other reasons for discrepancies that are partly not under 

the manager’s control such as differing definitions of “good leadership” between the rating 

sources, differing opportunities to observe the target leader’s behavior (Harris & Schaubroeck, 

1988; Morgeson, Mumford, & Campion, 2005) and cultural influences (Atwater, Wang, Smither, 

& Fleenor, 2009; Eckert, Ekelund, Gentry, & Dawson, 2010; House, Hanges, Javidan, Dorfman, 

& Gupta, 2004) are discussed in the literature (for a review see Fleenor, Smither, Atwater, 

Braddy, & Sturm, 2010). Regardless, the lack of consistency is a strong argument for the benefits 

of multisource feedback assessments, as it proves that considering different rating sources 

actually results in more information.  

 One fundamental benefit of our new model is that the consistency of ratings can be 

evaluated not only between the different perspectives but also among the individual peers and 

among the individual subordinates. The consistency within both of these groups is considerably 

higher than the consistency between self-reports and others’ ratings. This indicates that 

subordinates (respectively peers) share a common view that differs from the target’s self-

perception. Furthermore, the model allows to state that the common view generalizes across 

nonreference methods and across traits: On the one hand, subordinates (respectively peers) who 
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over- or underestimate the target in their common rating of Leading Employees tend to have the 

same bias in their common rating of Participative Management. This association is very strong 

and shows that the rater groups might not distinguish between these facets. On the other hand, 

subordinates and peers tend to have the same common bias in rating the target. The analysis of 

this correlation on the latent level is enabled for the first time by our model. Our findings show 

that there is high agreement between subordinates and peers in the evaluation of a given 

manager. It raises an important question that could have essential implications for the application 

of multisource feedback programs: If subordinates and peers strongly agree in their perception 

would it not be more economical to include only one of these perspectives in the assessment? 

Further studies need to shed light on this issue. It is especially interesting to analyze whether the 

degree of agreement depends on the different competencies that are usually rated in a 

multisource feedback and on their observability to the different raters. Peers may, for example, 

have more opportunities than subordinates to observe the target’s interaction with the supervisor 

(Morgeson et al., 2005) whereas subordinates are predestined to evaluate the target’s leadership 

behavior. The agreement between peers and subordinates may be higher for competencies that 

are observable for both groups and lower for competencies that are more accessible to one of the 

groups.  

 The unique view of the different subordinates and the different peers is by far the major 

source of variance. This result is in agreement with previous studies (Greguras & Robie, 1998; 

Lance, 1994; Scullen, Mount, & Goff, 2000; Woehr, Sheehan, & Bennett Jr., 2005) and confirms 

Yammarino’s (2003) assumption that “multisource ratings may inform us more about the rater 

providing the data and his or her views rather than about the focal manager who is being rated 

and his or her actual performance” (p. 9-10). However, as decisions in organizations are made by 



RUNNING HEAD: MULTILEVEL CFA–MTMM APPROACH  21 

 

WOP Working Paper No. 2016 / 3 

the very people providing ratings in multisource feedback and are based on their perceptions, 

gathering this information is nonetheless of high practical value. 

 The major contribution of this paper is that it introduces a statistical model that separates 

on a latent level two different kinds of method effects commonly encountered in multisource 

feedback (unique and common method effects). Consequently, researchers can use the model in 

future studies to analyze the causes of method effects. Further level 2 variables can be included 

to explain common method effects, for example, variables characterizing the target (e.g., gender, 

duration of leadership experience, personality variables) or the group of raters (e.g., team 

climate, team satisfaction). Additional level 1 variables characterizing the individual raters (e.g., 

gender, duration of employment, income, job satisfaction, personality variables) can be added to 

explain unique method effects. 

Limitations 

 The model presented in this article depends on some requirements and assumptions, 

which can be erroneous in specific applications. First, it is assumed that all raters are fully nested 

with unique, nonoverlapping sets of subordinates and peers per target. Every rater is allowed to 

provide exactly one rating in the data set – either as a target or as a subordinate or as a peer. In 

an application of the model it should be made sure that this requirement is fulfilled, particularly 

when applying it to company-specific datasets. In their simulation study Schultze, Koch, and Eid 

(2013) analyzed the effect of including raters who provide ratings for up to ten targets, e.g., peers 

who assess two or more colleagues. This study uses a sub-model of the model presented here 

with only one set of methods on level 1. The results indicate that the existence of raters 

evaluating more than one target has no effect on the decomposition of variance that was 
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presented above because parameter estimates were only minimally distorted. In contrast, there is 

an estimation bias of some standard errors on level 1 (independent of sample size) and on level 2 

(partly reducible by increasing level 1 sample size). In sum, all interpretations in this paper 

would remain valid even if there had been subordinates or peers that assess multiple targets 

because we analyzed variance components and correlations but draw no inferential conclusions.  

 Second, multilevel modeling with latent variables requires large sample sizes. According 

to the simulation study by Hox and Maas (2001), the sample size on level 2 is more important 

than on level 1 and should comprise at least 100 level 2 units. Further simulation studies are 

necessary to reveal whether this recommendation holds for this type of model as well. Third, the 

model was defined and presented for indicators that measure a common trait. In applications 

where this assumption is too strict, the model can easily be extended to a model with indicator-

specific trait variables (see Eid et al., 2008). Finally—as the focus here was to demonstrate the 

consideration of two sets of level 1 methods—we didn’t include supervisor ratings in our 

analysis even though they are usually assessed in a 360 degree feedback. Carretero-Dios et al. 

(2011) demonstrated how these ratings could be easily integrated as additional level 2 methods. 

Conclusions 

 We presented a model that offers many new opportunities for researchers who wish to 

analyze MTMM data with multiple sets of level 1 methods. The model can handle a varying 

number of ratings per target, it accounts for the multilevel structure of the data and it captures the 

common and the unique method factor on the latent level, thus, free of measurement error. The 

consistency can be obtained not only between self-reports and subordinates or peers but also 

among the subordinates and among the peers. Finally, the model can be supplemented with any 
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dependent or independent variables to serve as a basis for causal analyses in the context of 

leadership research.   
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Table 1 

Definition of the variance components for the indicators of the nonreference methods 

𝐶𝑂(𝑌𝑟𝑡𝑖𝑘
NM𝑚) =     

(λT𝑖𝑘
NM𝑚)

2
𝑉𝑎𝑟(𝑇𝑡𝑘

RM)

(λT𝑖𝑘
NM𝑚)

2
𝑉𝑎𝑟(𝑇𝑡𝑘

RM) + (λCM𝑖𝑘
NM𝑚)

2
𝑉𝑎𝑟(𝐶𝑀𝑡𝑘

NM𝑚) + (λUM𝑖𝑘
NM𝑚 )

2
𝑉𝑎𝑟(𝑈𝑀𝑟𝑡𝑘

NM𝑚)
 

𝐶𝑀𝑆(𝑌𝑟𝑡𝑖𝑘
NM𝑚) =  

(λCM𝑖𝑘
NM𝑚)

2
𝑉𝑎𝑟(𝐶𝑀𝑡𝑘

NM𝑚)

(λT𝑖𝑘
NM𝑚)

2
𝑉𝑎𝑟(𝑇𝑡𝑘

RM) + (λCM𝑖𝑘
NM𝑚)

2
𝑉𝑎𝑟(𝐶𝑀𝑡𝑘

NM𝑚) + (λUM𝑖𝑘
NM𝑚 )

2
𝑉𝑎𝑟(𝑈𝑀𝑟𝑡𝑘

NM𝑚)
 

𝑈𝑀𝑆(𝑌𝑟𝑡𝑖𝑘
NM𝑚) =  

(λUM𝑖𝑘
NM𝑚 )

2
𝑉𝑎𝑟(𝑈𝑀𝑟𝑡𝑘

NM𝑚)

(λT𝑖𝑘
NM𝑚)

2
𝑉𝑎𝑟(𝑇𝑡𝑘

RM) + (λCM𝑖𝑘
NM𝑚)

2
𝑉𝑎𝑟(𝐶𝑀𝑡𝑘

NM𝑚) + (λUM𝑖𝑘
NM𝑚 )

2
𝑉𝑎𝑟(𝑈𝑀𝑟𝑡𝑘

NM𝑚)
 

𝑅𝑒𝑙(𝑌𝑟𝑡𝑖𝑘
NM𝑚) =    1 −

𝑉𝑎𝑟(𝐸𝑟𝑡𝑖𝑘
NM𝑚)

𝑉𝑎𝑟(𝑌𝑟𝑡𝑖𝑘
NM𝑚)

 

Note. CO = consistency coefficient; CMS = common method specificity coefficient; UMS = unique method specificity 

coefficient; Rel = reliability coefficient; 𝑌𝑟𝑡𝑖𝑘
NM𝑚 = observed variables of the nonreference methods; 𝑇𝑡𝑘

RM = trait factors; 𝐶𝑀𝑡𝑘
NM𝑚 = 

common method factors; 𝑈𝑀𝑟𝑡𝑘
NM𝑚 = unique method factors; 𝐸𝑟𝑡𝑖𝑘

NM𝑚 = error variables; λT𝑖𝑘
NM𝑚 = trait factor loadings; λCM𝑖𝑘

NM𝑚  = 

common method factor loadings; λUM𝑖𝑘
NM𝑚  = unique method factor loadings; r = rater; t = target; i = indicator; k = trait; m = 

nonreference method; Var = variance. 
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Table 2 

Overview of latent factors, variance components and factor correlations  

Component Description  Explanation 

Latent factors   

𝑇𝑡𝑘
RM Trait factor of the reference 

method 
Unidimensional latent trait variable of the reference method, 
measured by the self-report indicators 

𝑇𝑡𝑖𝑘
NM𝑚 Trait factor of the nonreference 

method 
Indicator-specific latent trait variable of the nonreference 
method, measured by the subordinate or peer indicators 

𝐶𝑀𝑡𝑘
NM𝑚 Common method factor Trait-specific common view of subordinates or peers that is 

not shared with the target’s view  

𝑈𝑀𝑟𝑡𝑘
NM𝑚 Unique method factor Unique deviation of a single subordinate or peer rating from 

the common view of subordinates or peers for a given target 

𝐸𝑡𝑖𝑘
RM Measurement error on level 2 Measurement error on level 2 

𝐸𝑟𝑡𝑖𝑘
NM𝑚 Measurement error on level 1 Measurement error on level 1 

Variance components   

𝐶𝑂(𝑌𝑟𝑡𝑖𝑘
NM𝑚) 

Consistency Proportion of true variance that is shared with the self-report, 
thus an indicator of convergent validity of self-report and 
nonreference method (group of subordinates or peers) 

𝐶𝑀𝑆(𝑌𝑟𝑡𝑖𝑘
NM𝑚) Common method specificity  Proportion of true variance that is due to the common view of 

subordinates or peers not shared with the self-report 

𝑈𝑀𝑆(𝑌𝑟𝑡𝑖𝑘
NM𝑚) Unique method specificity Proportion of true variance that is due to single views of the 

nonreference method raters not shared with the self-report 
and not shared with other members of the same rater group 
(subordinates or peers) 

𝑅𝑒𝑙(𝑌𝑟𝑡𝑖𝑘
NM𝑚) Reliability Proportion of manifest variance that is not due to 

measurement error 

Factor correlations   

𝐶𝑜𝑟(𝑇𝑡1
RM, 𝑇𝑡2

RM)  Discriminant validity Degree to which the two traits (measured by the self-report) 
are related  

𝐶𝑜𝑟(𝐶𝑀𝑡1
NM1 , 𝐶𝑀𝑡1

NM2), 

𝐶𝑜𝑟(𝐶𝑀𝑡2
NM1 , 𝐶𝑀𝑡2

NM2) 

Generalizability of the common 
method factors across the two 
sets of nonreference methods 

Degree to which the trait-specific over- vs. underestimation 
by subordinates is related to the over- vs. underestimation by 
peers (on the same trait) 

𝐶𝑜𝑟(𝐶𝑀𝑡1
NM1 , 𝐶𝑀𝑡2

NM1), 

𝐶𝑜𝑟(𝐶𝑀𝑡1
NM2 , 𝐶𝑀𝑡2

NM2) 

Generalizability of the common 
method factors across traits 

Degree to which the over- vs. underestimation by 
subordinates or by peers on one trait is related to the over- 
vs. underestimation on the other trait (measured by the same 
nonreference method) 

𝐶𝑜𝑟(𝐶𝑀𝑡1
NM1 , 𝐶𝑀𝑡2

NM2), 

𝐶𝑜𝑟(𝐶𝑀𝑡2
NM1 , 𝐶𝑀𝑡1

NM2), 

Generalizability of the common 
method factors across traits and 
nonreference methods 

Degree to which the over- vs. underestimation by 
subordinates or peers on one trait is related to the over- vs. 
underestimation by the other nonreference method on the 
other trait 

𝐶𝑜𝑟(𝑈𝑀𝑟𝑡1
NM1 , 𝑈𝑀𝑟𝑡2

NM1), 

𝐶𝑜𝑟(𝑈𝑀𝑟𝑡1
NM2 , 𝑈𝑀𝑟𝑡2

NM2) 

Generalizability of the unique 
method factors across traits 

 

Degree to which the over- vs. underestimation by the single 
raters (from a group of subordinates or peers) on one trait is 
related to the over- vs. underestimation on the other trait 
(measured by the same individual rater) 

𝐶𝑜𝑟(𝑇𝑡1
RM, 𝐶𝑀𝑡2

NM1), Correlation between a 
reference method trait factor 

Degree to which the common bias of subordinates or peers on 
one trait is related to the other trait (measured by the self-



RUNNING HEAD: MULTILEVEL CFA–MTMM APPROACH  33 

 

WOP Working Paper No. 2016 / 3 

𝐶𝑜𝑟(𝑇𝑡1
RM, 𝐶𝑀𝑡2

NM2), 

𝐶𝑜𝑟(𝑇𝑡2
RM, 𝐶𝑀𝑡1

NM1), 

𝐶𝑜𝑟(𝑇𝑡2
RM, 𝐶𝑀𝑡1

NM2) 

and a common method factor of 
the other trait 

 

report) 

Note. 𝑌𝑡𝑖𝑘
RM=observed variables of the reference methods; 𝑌𝑟𝑡𝑖𝑘

NM𝑚 = observed variables of the nonreference methods; r = rater; t = 

target; i = indicator; k = trait; m = nonreference method. 

Table 3 

Data format for the application of the model for one level 2 method  and two sets of level 1 methods 

  Columns 

  1 2 3 4 5 6 7 8 9 10 

            

Rows  ID par1_ 

rm 

par2_ 

rm 

par3_ 

rm 

par1_ 

nm1 

par2_ 

nm1 

par3_ 

nm1 

par1_ 

nm2 

par2_ 

nm2 

par3_ 

nm2 

1  1 3.5 4 5 5 4 3.5 NA NA NA 

2  1 3.5 4 5 4.5 5 4 NA NA NA 

3  1 3.5 4 5 2 3.5 5 NA NA NA 

4  1 3.5 4 5 NA NA NA 4.5 4 3 

5  1 3.5 4 5 NA NA NA 3.5 4 4.5 

6  2 4.5 3 2.5 4 3.5 4 NA NA NA 

7  2 4.5 3 2.5 NA NA NA 4 3 3 

8  2 4.5 3 2.5 NA NA NA 3 3.5 2 

9  2 4.5 3 2.5 NA NA NA 4.5 2.5 2.5 

Note. ID = identification variable for the target; par1-par3 = three parcels of one construct; rm = reference method; nm1 = 

nonreference method 1 (e.g., subordinates); nm2 = nonreference method 2 (e.g., peers), NA = (logical) missing value. 
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Table 4 

Means, Factor Loadings, and Coefficients of Consistency, Common Method Specificity, Unique Method 

Specificity, and Reliability  

Indicator 

Means 

μ𝑖𝑘
RM μ𝑖𝑘

NM𝑚⁄  

Trait  
factor 

loading 

λT𝑖𝑘
RM λT𝑖𝑘

NM𝑚⁄  

Common  
method 
factor  

loading 

λCM𝑖𝑘
NM𝑚 

Unique  
method 
factor  

loading 

λUM𝑖𝑘
NM𝑚 

Consistency 

𝐶𝑂(𝑌𝑟𝑡𝑖𝑘
NM𝑚) 

Common  
method 

specificity 

𝐶𝑀𝑆(𝑌𝑟𝑡𝑖𝑘
NM𝑚) 

Unique  
method 

specificity 

𝑈𝑀𝑆(𝑌𝑟𝑡𝑖𝑘
NM𝑚) 

Reliability 

𝑅𝑒𝑙(𝑌𝑡𝑖𝑘
RM)/ 

𝑅𝑒𝑙(𝑌𝑟𝑡𝑖𝑘
NM𝑚) 

Leading Employees 

Self         

𝑌𝑡11
RM 3.92 1.00      0.78 

𝑌𝑡21
RM 4.02 0.95      0.54 

𝑌𝑡31
RM 3.81 1.03      0.67 

Subordinates        

𝑌𝑟𝑡11
NM  4.00 0.25 1.00 1.00 0.02 0.24 0.74 0.90 

𝑌𝑟𝑡21
NM  4.14 0.23 0.82 0.81 0.02 0.24 0.73 0.70 

𝑌𝑟𝑡31
NM  4.00 0.27 0.97 0.96 0.02 0.25 0.73 0.84 

Peers         

𝑌𝑟𝑡11
NM  3.95 0.18 1.00 1.00 0.01 0.24 0.75 0.87 

𝑌𝑟𝑡21
NM  3.96 0.21 0.99 0.88 0.02 0.28 0.70 0.67 

𝑌𝑟𝑡31
NM  3.94 0.21 0.99 0.94 0.02 0.26 0.72 0.78 

Participative Management 

Self         

𝑌𝑡12
RM 4.04 1.00      0.73 

𝑌𝑡22
RM 4.02 0.92      0.63 

𝑌𝑡32
RM 3.92 0.94      0.63 

Subordinates        

𝑌𝑟𝑡12
NM  4.10 0.22 1.00 1.00 0.02 0.23 0.76 0.88 

𝑌𝑟𝑡22
NM  4.09 0.22 1.05 0.96 0.02 0.26 0.72 0.83 

𝑌𝑟𝑡32
NM  4.01 0.21 0.93 0.96 0.02 0.21 0.77 0.80 

Peers         

𝑌𝑟𝑡12
NM  4.03 0.19 1.00 1.00 0.02 0.22 0.77 0.86 

𝑌𝑟𝑡22
NM  4.03 0.19 1.05 0.96 0.02 0.25 0.74 0.82 

𝑌𝑟𝑡32
NM  3.94 0.18 0.95 0.96 0.02 0.22 0.77 0.78 

Note. 𝑌𝑡𝑖𝑘
RM = observed variables of the reference method; 𝑌𝑟𝑡11

NM  = observed variables of the nonreference method; r = rater; t = 

target; i = indicator; k = trait; m = nonreference method. For identification purposes the first factor loading of all factors is set to 

one.  
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Table 5 

Factor Variances and Factor Correlations 

 

 

1 2 3 4 5 6 7 8 9 10 

            
1. 𝑇𝑡1

RM .17 

         2. 𝑇𝑡2
RM .84* .20 

        3. 𝐶𝑀𝑡1
NM1 X .00 .14 

       4. 𝐶𝑀𝑡1
NM2 X .03 .71* .10 

      5. 𝐶𝑀𝑡2
NM1 .01 X .96* .67* .12 

     6. 𝐶𝑀𝑡2
NM2 -.07* X .68* .95* .68* .10 

    7. 𝑈𝑀𝑟𝑡1
NM1 X X X X X X .42 

   8. 𝑈𝑀𝑟𝑡1
NM2 X X X X X X X .31 

  9. 𝑈𝑀𝑟𝑡2
NM1 X X X X X X .94* X .41 

 10. 𝑈𝑀𝑟𝑡2
NM2 X X X X X X X .91* X .34 

            
Note: Estimated variances are in the main diagonal (italicized). Estimated correlations are in the subdiagnoal.   

X = nonadmissible correlations. 𝑇𝑡𝑘
RM = trait factors; 𝐶𝑀𝑡𝑘

NM𝑚 = common method factors; 𝑈𝑀𝑟𝑡𝑘
NM𝑚 = unique method factors; r = 

rater; t = target; i = indicator; k = trait (1 = Leading Employees, 2 = Participative Management); m = nonreference method (1 = 

subordinates, 2 = peers).  

*p < .001  
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Figure Captions 

Figure 1. Example of two sets of level 1 methods (peers and subordinates) and one level 2 

method (self-report). 

Figure 2. Multilevel confirmatory factor analysis multitrait-multimethod model for one level 2 

method and two sets of level 1 methods.  𝑌𝑡𝑖𝑘
RM/ 𝑌𝑟𝑡𝑖𝑘

NM𝑚 = observed variables; 𝑇𝑡𝑘
RM/ 𝑇𝑡𝑖𝑘

NM𝑚 = trait 

factors; 𝐶𝑀𝑡𝑘
NM𝑚 = common method factors; 𝑈𝑀𝑟𝑡𝑘

NM𝑚 = unique method factors; 𝐸𝑡𝑖𝑘
RM/ 𝐸𝑟𝑡𝑖𝑘

NM𝑚 = 

error variables; λT𝑖𝑘
RM/ λT𝑖𝑘

NM𝑚 = trait factor loadings; λCM𝑖𝑘
NM𝑚 = common method factor loadings; 

λUM𝑖𝑘
NM𝑚  = unique method factor loadings; r = rater; t = target; i = indicator; k = trait; m = 

nonreference method. For simplicity reasons, only one loading parameter per trait-method unit is 

depicted for the first construct. 
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Footnotes 

 
1
Please note that the indicator used here to quantify convergent validity is a variance 

component and not—as it is more common—a correlation coefficient. 

 

 

 


